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1. Babies and the Blackout. At exactly 5:27 
p.m., November 9, 1965, most of New York City was 
plunged into darkness because of a massive power 
failure affecting much of the Northeastern United 
States. On Wednesday, August 10, 1966, the New 
York Times carried a front page article with the 
headline "Births Up 9 Months After the Blackout," 
which began: "A sharp increase in births has been 
reported by several large hospitals here, nine 
months after the 1965 blackout." Above average 
numbers of births the previous Monday were said to 
have occurred at Mount Sinai, Bellevue, Columbia - 
Presbyterian, St. Vincent's, Brookdale and Coney 
Island hospitals, while births at New York and 
Brooklyn Jewish Hospitals were reported to be nor- 
mal. The article added that "there were 16 births 
at Mount Sinai yesterday [Tuesday], 13 at Columbia 
Presbyterian and 10 at St. Vincent's, all above 
average;" this was contrasted with Nassau and 
Suffolk counties, "many of whose commuters were 
stranded in the city Nov. 9," and where "the num- 

ber of births was reported normal," as well as 
"hospitals in Albany, Rochester, New Haven and 
Providence," where "the lights went on in mideve- 
ning." 

Next day (Thursday, August 11), a follow -up ar- 
ticle appeared (buried on page 35) with the some- 
what more cautious lead "Theories Abound on Birth 
Increase - Possible Link With Blackout Will Not Be 
Determined for Two More Weeks." By Friday readers 
were informed that "The birth rate began returning 
to normal in several leading hospitals here yes- 
terday [Wednesday] following a sharp rise nine 
months after the 1965 blackout," and the case was 
closed on Saturday with a short article on page 50 

entitled "Birth Rate in City Returns to Normal." 

A week later the British magazine New Scientist 
reported the "Apparent sharp rise in births in New 
York City" [ 7]; a year later The Lancet, a res- 
pected medical journal, stated unequivocally "the 
last time New Yorkers demonstrated an unexpectedly 
vigorous procreative urge they were stimulated... 
by the stygian darkness of electric -power cuts." 
[ 2] At present the story of the 'blackout ba- 
bies' appears to be an accepted part of American 
folklore. The episode seems plausible, the story 
carried by a respected and usually reliable news- 
paper. But just how good is the evidence for an 
increase in births nine months after the blackout? 
Is it really credible that a one -day increase in 
conceptions would result in a one- or two -day el- 
evation in births 271 days later with virtually no 
variability or spread? Considerations such as 
these suggested that, 10 years after the New York 
Times articles had appeared, an assessment of the 

published evidence was in order. 

2. The Times' Evidence. The first article car- 

ried by the Times cited six hospitals as having 
experienced a sharp increase in births on Monday, 

August 8. Of these six, Mount Sinai hospital cer- 
tainly experienced a sharp rise in deliveries (28 

compared to a daily average of 11). But one hos- 

pital does not a baby boom make. Of the five oth- 

er hospitals mentioned, four (see Table 2.1) re- 

ported increases of no more than four over their 
daily average, hardly convincing evidence given 
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that two other hospitals are said to have had 
normal numbers of births and the absence of any 
information in the article about the variability 
in these numbers or how the hospitals cited were 
chosen (there are over 100 hospitals in New York). 
Finally Bellevue, the last hospital for which 
data is given, presents somewhat different prob- 
lems. On Wednesday the Times had reported that 
"At Bellevue there were 29 new babies in the nur- 
sery yesterday, compared with 11 a week ago and 
an average of 20." This statement is ambiguous 
as to whether the new babies referred to were 
born on Monday or Tuesday. Far worse, it is sim- 
ply wrong. Without remarking on the inconsisten- 
cy with the Wednesday article, both the Friday 
and Saturday reports in the Times state the aver- 
age number of births per day at Bellevue to be 6. 

Data we present later show, in fact, that there 
were only 4 deliveries at Bellevue on Monday, 7 

on Tuesday. The 'baby boom' has begun to burst. 

The three subsequent articles in the Times se- 
ries describe a pattern of continued increase in 
births on Tuesday, followed by a decline and re- 
turn to normal on Wednesday and Thursday. (To 

facilitate the discussion we shall refer to the 
four articles in the series as Tl, T2, T3, and 
T4.) The data given in Tl -T4 are summarized be- 
low in Table 2.1. 'There are a number of incon- 
sistencies, none serious. (It is interesting to 
note that St. Vincent's, whose 10 births on Mon- 
day were cited as evidence for a "sharp increase 
in births," is listed in Tl as having 10 births 
on Tuesday but in T2 as only having an "average" 
number of births that day.) All in all, the data 

seem inconclusive and one inclines to adopt the 

opinion of Dr. Christopher Tietze (quoted in Tl), 
that "I am skeptical until I see data from the 
entire city. There can be daily fluctuations in 
individual hospitals that can be misleading." 

Such data, giving the number of live births 
in New York City occurring by day from 1961 to 
1966, was obtained by us from the New York City 
Department of Health. Detailed information ab- 
out the series is given in Section 4. In Table 
2.2 we list a portion of the data, the number of 
births for each day in August 1966; these numbers 
are graphed in Figure 2.1. As Figure 2.1 clearly 
shows, although an increase in births did indeed 
take place on Monday and Tuesday, August 8 and 9, 

1966, similar increases took place on every other 
Monday and Tuesday of that August! In fact, the 

fluctuation in births throughout the week from a 
low on the weekends to a high in the early part 
of the week is a characteristic feature of the 
entire series of birth data throughout all six 
years. (Such weekday- weekend variation is at- 
tributed in [ 9] to a preference for performing 
elective deliveries on weekdays when the patient 
is delivered by her personal physician, while 

[5 ] opines that it is "probably caused by in- 
duced or delayed labor through conscious intent 
of the mother with or without medical assis- 
tance.") Figure 2.1 also shows that births on 

August 8th and 9th were not appreciably different 
from those on any other Monday and Tuesday in 

August. In fact, as seen in Table 2.2, births on 



those two days were, if anything, slightly lower 
than usual: 449 births on August 8 (compared to 
452, 453, 470 and 451 births on other Mondays in 
August) and 440 on August 9 (compared to 470, 
499, 519 and 468 births on other Tuesdays in 
August). The 'baby boom' has vanished. 

3. A Review of the Literature. Despite such (to 
us) unequivocal evidence against a one- or two - 
day surge in New York City's birth rate nine 
months after the blackout, an article has ap- 
peared in the professional literature claiming 
precisely such an effect. In 1968, Professor L. 
B. Borst reported in the American Journal of Ob- 
stetrics and Gynecology that "daily birth records 
in New York City disclose a 30% increase in live 
births at five Manhattan hospitals on August 
7 [(!!)], 1966, 270 days after the blackout of 
Nov. 9 -10, 1965." 4] Noting that while power 
had not been "restored until the following day 
in Manhattan and parts of the Bronx, whereas in 
Brooklyn and Queens power was restored at various 
times during the evening and, in Richmond, almost 
immediately," Borst reasoned that computing the 
ratio of Manhattan births to total New York City 
births would simultaneously correct for the 
weekday- weekend effect discussed above and detect 
a blackout effect on the birthrate in the form of 
a percentage increase in the number of NYC births 
occurring in Manhattan. Using statistics for the 
number of live births in five (unspecified) Man- 
hattan hospitals from August 1 to 13 and dividing 
the sum of these by total NYC births, Borst ob- 
served a distinct peak on August 7 which he con- 
cluded was a "very special day" (the percentage 
for August 7 differing from the mean percentage 
excluding August 7 by 7 average deviations from 
the mean) . 

Professor Borst omits from his article two 
pieces of information necessary to assess the 
validity of his conclusions. On the one hand, 
there is the disturbing issue of data selection: 
no mention is made of how the five hospitals 
studied were chosen. On the other, although the 
aggregate percentage of NYC births which occurred 
in the five hospitals under study can be approx- 
imately read off from a bar graph, the raw data 
for the individual hospitals is not given. Upon 
request, Professor Borst provided us with a copy 
of his data which is given in Table 3.1. (Note 
that data for Mt. Sinai was collected but not 
used by Borst in his article.) 

Several interesting points emerge from inspec- 
tion of Table 3.1. First, as mentioned earlier, 
the data for Bellevue Hospital show that births 
there were not unusually high on August 8 -9, 
1966, and in any case, were not as high as 29 on 
either day. Second, the total births in the five 
hospitals studied by Professor Borst (last row 
of Table 3.1) do not display noticeable nonrandom 
variation throughout the 13 -day period for which 
statistics are provided. Certainly nothing ex- 
ceptional appears to have happened on Sunday, 
August 7. The effect reported is entirely due to 
the seemingly innocent "normalization" of divi- 
ding these totals by total NYC births (which de- 

crease on Sundays). If the daily trend in the 
five hospitals under study were the same as that 
for New York as a whole, this would seem a rea- 
sonable procedure. If, however, the trend 
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in these five hospitals differs from that of the 
city as a whole, then the computed birth ratio of 
the two will exhibit variations unrelated to hypo- 
thesized blackout effects. We suggest that this 
is the case here. If the weekday- weekend varia- 
tion exhibited in total NYC births is due to in- 
duction and /or delay of labor at some hospitals 
to avoid weekend deliveries, scheduling of elec- 
tive deliveries primarily on weekdays, etc., this 
would be an effect more likely to occur in private 
hospitals where patients are frequently delivered 
by their own personal physician or a specialist 
than in large municipal hospitals with a large 
charity caseload and interns on duty at fixed 
hours. Indeed, such a difference has been repor- 
ted by Menaker and Menaker [ 9], who state that 
"considerably less variation occurred in this re- 
gard at the municipal hospitals as compared with 
the "private" hospitals, which showed a weekend 
decline, most marked on Sunday." Three of the 
five hospitals used by Professor Borst fall into 
the former category (Bellevue, Harlem, and Metro- 
politan); the other two (Sloan and New York) are 
"private voluntary" (as opposed to "proprietary "). 
All but New York handle a large volume of so- 
called "service" cases. (It is perhaps not insig- 
nificant that Mount Sinai, the one hospital not 
used, alone displays a sharp increase in births on 
Monday.) Taking a ratio with a roughly stable nu- 
merator and a denominator which is minimized on 
Sunday, Professor Borst has observed a percentage 
increase in births which is an artifact of his 
methodology. 

If the above explanation is correct, we should 

expect to see similar peaks in this birth ratio 

the Sundays before and after August 7. Unfortu- 
nately it is not possible to check this from Pro- 
fessor Borst's data as his statistics range only 
from the Monday before until the Saturday after 
August 7. However, in 1970 Dr. Walter Menaker[8] 

obtained statistics allowing him to compute the 
ratio of total Manhattan births to NYC births for 

the three Sundays in question; the results- - 

98/356 (or 27.5 %) on July 31, 97/344 (or 28.2 %) 

on August 7 and 110/377 (or 29.2 %) on August 14, 
--show that August 7 was in no way exceptional. 

While a 1 or 2 day effect on births seems 

clearly ruled out, it is still possible that an 

effect on the birth rate took place over a longer 

period of time. Indeed, going on to note that 
800,000 people were caught in the subways during 

the blackout and citing newspaper headlines such 
as "30% of Labor Force Too Weary To Work," Dr. 

Menaker felt it far more likely that the blackout 

would depress rather than increase the city's 

birthrate. Looking at births one week before and 

one week after August 9, Menaker noted that total 
births for this period were lower than the com- 

bined total for the week immediately prior and 

the week immediately following. 

In Figure 3.1 we have graphed a smoothed ver- 

sion of the NYC birth data for 1961 -1966 (see 

Figure 4.1); details of the method of smoothing 
appear in Section 4. Notice the regular seasonal 

pattern, namely two peaks, the first of which is 

smaller in magnitude and also of shorter duration 
than the second; the second peak occurs during the 

summer and is typically bifurcated with a single 



dip whose extent varies from year to year. 
(Such seasonal birth patterns for a number of 
countries have been extensively studied in [10].) 

In 1966, however, the summer peak contains two 
distinct dips, the first (indicated by an arrow 
in Figure 3.1) occurring in late July -early 
August and corresponding to the decrease noted by 
Menaker. The yearly variations in the summer 
peak make it impossible to conclude from simple 
inspection of Figure 3.1 whether or not this de- 
crease in births is "significant ". In any case 
the effect is quite small (a decline of at most 
several hundred births during a one -month inter- 
val in which over 12,000 births occurred). In- 

deed, Dr. Menaker himself concluded that "the 
evidence presented here for a decrease in concep- 
tions during the Blackout cannot be considered 
direct or conclusive. 'Statistical significance' 
would have little or no meaning here. It should 
be emphasized that those who have postulated an 

increase in conceptions during the Blackout have 
failed to produce satisfactory evidence for such 
an increase. The evidence presented here sug- 
gests a decrease." 

An attempt to give "statistical significance" 
to such aggregate birth statistics was later un- 

dertaken by Professor J. Richard Udry of the 

School of Public Health at the University of 
North Carolina, Chapel Hill [12]. Udry reasoned 

that "if there were an unusual number of concep- 
tions on November 10th, then the period between 
June 27 and August 14, 1966, would contain a 
greater percentage of the year's births than that 

contained by the same period in other years." 
Udry's calculations (which we have confirmed) are 
given in Table 3.2. The results appear to sup- 
port Udry's conclusion that "1966 is not an un- 

usual year...we therefore cannot conclude from 

the data presented here that the great blackout 
of 1965 produced any significant increase (or de- 
crease) in the number of conceptions." 

Professor Udry's article, however, contains 

several "loose ends." Little attempt is made to 

contrast the seasonal pattern for 1968 with that 
of previous years nor is there any mention of the 
downward trend in NYC births that Figure 4.1 

exhibits. (The existence of this trend makes the 
comparison of yearly percentages such as those in 
Table 3.2 somewhat dubious.) More troubling is 

the lack of attention to considerations of stat- 
istical power. A simple order of magnitude cal- 
culation will make the problem clear. Assume 

that on the night of the Blackout the incidence 

of intercouse in NYC rose 25 %. If such an in- 
crease resulted in a corresponding increase in 
conceptions, approximately 110 extra births would 
occur nine months later, spread over a two month 
interval. (There were approximately 446 births 
per day during the 1961 -1966 period.) Professor 
Udry's test attempts to detect this increase of 

110 during a seven -week interval in which 21,290 
births occurred. In terms of the percentages 
given in Table 3.2, an increase of 0.06% is in 
question, although the percentages involved are 
only calculated to the nearest tenth! If a 

(still sizeable) increase in conception of 10% 

occurred, the possibility of detection is even 
worse. At a very minimum, a power calculation to 

determine an optimal test interval is in order. 
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This last point highlights the real fallacy of 

a 'baby boom'. Even if a sizeable increase in 

intercourse took place on the night of the Black- 

out, the intervention of natural and human agen- 
cies would result in few additional conceptions. 
(E.g. contrast the average of 446 births per day 
with any reasonable estimate of the number of 
acts of intercourse taking place in New York City 
on any given night.) These additional births, at 

most several hundred in number, would occur over 
an eight week period nine months later. Engulfed 
in a sea of variability resulting from long -term 
trends, seasonal effects, weekend - weekday effects 
and random fluctuation, even the most sophistic- 
ated of statistical techniques will be hard put 
to detect any effect actually present. 

4. Analysis of the Birth Data. As mentioned in 
Section 2, the data obtained from the NYC Depart- 
ment of Health consists of the total number of 
births per day in NYC over the 6 year period, 
1961 -1966, a total of 2191 days of birth data. 
These daily birth totals are graphed in Figure 
4.1. They range from a low of 303 to a high of 
563, with a mean and standard -deviation of 446.74 
and 40.84 respectively. There is a clear decline 
in births for the last three years, 1964 -6, 
whereas for the first three years the overall 
level is relatively stable. In addition, the 
series exhibits a regular seasonal pattern. 

The spectrum of the data was estimated by 
first employing a cosine taper extending over the 
first and last 10% of the data (see Section 5.2 
of [3]), adding a sufficient number of zeroes to 

the end of the tapered data to make the total 
length 4096, computing the raw periodogram (using 
the Fast Fourier Transform), and then smoothing 
the result by taking moving averages of 7 adjacent 
periodogram values. This is graphed (log- scaled) 

in Figure 4.2(a); an even smoother version ob- 
tained by successively applying moving averages of 
15, 31 and 63 is graphed in Figure 4.2(b). Fea- 
tures of these graphs include a trend -seasonality 
component at low frequencies and also two large 
peaks, the second of which is clearly a harmonic 
of the first, which in turn occurs at a frequency 
of 0.143, or a 7 -day cycle. This 7 -day cycle is 
the "day -of- the -week" effect noted by Menaker [8] 

and suggests that there are significant differ- 
ences in the number of births between different 
days of the week. 

The data was first smoothed to provide an es- 
timate of the sum of the trend and seasonal com- 
ponents. This was done by employing a suitable 
low -pass filter (see Section 6.4 in [3]) with cut- 
off frequency = 0.1122 , corresponding to 
picking up a 28 -day cycle. This smoothed version 
of the data is graphed in Figure 3.1. The resul- 
ting residuals after smoothing are graphed in 
Figure 4.3; these range from a low of -127 to a 

high of 111, and have a mean and standard- devia- 
tion of zero and 35.10 respectively. 

Next, averages for each of the seven days of 
the week over the length of the data set (which 
is now the residuals from smoothing the data) were 
computed; a graph of them is given in Figure 4.4. 
Notice the relatively high level of 5 consecutive 
week -days compared with the 2 weekend -days. These 
7 values were successively subtracted from the se- 



ries of residuals to give a new series ( "fil- 
tered- deweeked" residuals). These are graphed in 
Figure 4.5. They range from a low of -106 to a 

high of 95, and have a mean and standard- devia- 
tion of zero and 25.51 respectively. 

The spectrum of these second -stage residuals 
was then estimated as before. The trend- season- 
ality component has been removed, leaving an ex- 
pected "dip" in the spectrum at the low frequen- 
cies and the two spikes of Figure 4.2 have now 
been reduced to the general level of spectrum 
values. A full -normal probability plot of these 
ordered residuals is graphed in Figure 4.6. The 
bulk of the points fall on a straight -line 
through the origin, while the lower -tail of the 
data is somewhat heavier (fatter) than that of 
the normal indicating an excess of large negative 
residuals. A graph of the residuals for the 
period in question, namely May- September 1966, 
is given in Figure 4.7; clearly nothing unusual 
is happening. 

This last set of residuals was finally ana- 
lyzed for outliers. This was done by setting up 
bands at the yearly mean plus -and minus two stan- 
dard- deviations, the standard -deviation being 
estimated for each year separately; hence, re- 
siduals were termed "extreme" relative only to 
other residuals of the same year. Table 4.1 
lists the estimated standard -deviations for each 
of the six years, together with their extreme - 
residual day numbers (a minus sign next to the 
number indicates a negative residual). Five 
days that appear more -or -less regularly in the 
table are the fixed holidays of New Year (day 1), 

Memorial Day (day 150/151), and Christmas Day 
(day 359/360), and the variable holidays of Labor 
Day (days 247, 246, 245, 251, 248, 247) and 
Thanksgiving (days 327, 326, 332, 331, 329, 328). 

In several instances, the day preceding or suc- 
ceeding a holiday will also occur in the table. 
Independence day (day 185/186) is a curious omis- 
sion from this list (it only appears once). 
Since these days may be regarded as somewhat 
"special ", there is a valid case for omitting 
them in any further consideration of the set of 
residuals; a revised full -normal probability plot 
of the residuals (leaving out the 28 holiday - 
days) looked much better, the peculiarities in 
the left -hand tail having been removed. This ef- 
fect has also been noted in [5]. 

Looking at the data now after estimating a 
trend -seasonality component, a day -of- the -week 
component, and computing residuals, we arrive at 
the following conclusions. 

(a) There was no increase in births due to 
the Blackout; 

(b) If there was any change in the general 
level of births, it was both small in magnitude 
and in a downward direction. 

A more careful and detailed analysis of this data 
set will appear elsewhere. However, preliminary 
studies using simple ARIMA models (see [6]) in- 

dicate that the decline mentioned above in (b) is 

not significant. 

5. Discussion. The episode of the missing baby 
boom highlights a number of issues only partly 
statistical in nature. The first of these con- 
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cerns journalistic responsibility. Despite the 
paucity of evidence adduced in the New York Times 
articles, there is at present a widespread belief 
in a baby boom 9 months after the Blackout, an 
impressive testament to the power of the press as 

an opinion- maker. Although in this case the is- 

sue is hardly one of national importance, it does 
highlight the problems both journalists and the 
public face as issues of increasing statistical 
complexity become common in public affairs. 

A second issue is the statistical refereeing 
of articles appearing in nonstatistical scientific 

journals. Most of the objections to the published 
literature that we have raised are of an elemen- 
tary nature that surely would have been picked up 
had adequate refereeing taken place. Its absence 
is particularly hard to understand given an al- 
ready unmanageable flood of scientific literature 
and the inability of many non -statisticians to 
independently evaluate evidence of a statistical 
nature. 

Finally, there is an issue of data availabil- 
ity. A number of sources were contacted for data 

related to our study. What was originally thought 
of as a simple request for data ended up lasting 
4 months and requiring 5 letters, 2 phone -calls, 
and a personal visit! In our case we were for- 
tunate- -all persons contacted were quite co- 
operative and the major difficulty involved was 
the problem of recovering records often 5 to 7 

years old. Others have been less fortunate. As 

illustrated by our study, it is essential that 
data analysed in the scientific literature be 
given in full (if possible) or at least be readily 

available for scrutiny. 
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TOTAL BIRTHS IN NYC= AUGUST, 1966 
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DAY NUMBER 

Bellevue 

Harlem 

Metropolitan 

Mt. Sinai 
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Sloan 

Total* 

1 2 3 4 5 6 7 8 9 10 11 12 13 

2 1 5 7 7 6 10 4 7 2 2 1 2 
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44 46 37 49 45 35 43 44 40 45 49 42 45 

Table 3.1. Daily birth data for 6 individual hospitals in New York City, August 

1966. (We should like to thank Professor L. B. Borst for providing us with 

these numbers, which originate with the New York Department of Health.) 

*omitting Mt. Sinai births. 
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EDUCATIONAL ATTAINMENT AND THE LABOR FORCE PARTICIPATION OF WHITE WOMEN IN THE UNITED STATES,1930 -1970 

A. J. Jaffe, Columbia University 

Jeanne Clare Ridley, Georgetown University 

A number of studies have documented the 
large increases that have occurred in the educa- 
tional attainment and labor force participation 
rates of American women in the 20th century, Cf. 
(Bancroft, 1958, Durand, 1948, Folger and 
Nam, 1967, Jaffe and Steward, 1951, Oppenheimer, 
1970, Ridley, 1971, Sweet, 1968). Also, well 
documented is the fact that the more education 
a woman has the greater her propensity to work 
(Bowen and Finegan, 1969, Cain, 1966). Indeed, 
one common explanation for the increased labor 
force participation of American women in recent 
decades has been the improvements in educational 
attainment women have experienced. 

This paper investigates the question of how 
much of the observed increase in labor force 
participation of American women can be attrib- 
uted to their increased educational attainment. 
Our analysis of this question has been confined 
to the 40 year period between 1930 and 1970 and 
to only white women. 

In the first part of the paper we attempt 
to measure the direct influence of increased 
educational attainment on labor force partici- 
pation. We then turn to a more detailed con- 
sideration of the changes that have occurred in 
the labor force participation rates of the 
various educational groups. Finally, as a pos- 
sible explanation for our findings regarding 
educational attainment and labor force partici- 
pation, we examine changes in fertility. Ob- 

viously, many factors have in the past and are 
at present influencing the extent to which 
American women participate in the labor force. 
We are not attempting to explore or measure all 
of these factors. Rather we are concerned with 
the interrelationships of educational attain- 
ment and labor force participation. 

THE DATA 

For our analysis we have drawn on data 
from the decennial censuses of 1930 to 1970. 
Our analysis is restricted to this 40 year 
period for a number of reasons. First, census 
data on educational attainment and labor force 
participation are available only from 1970 on- 
ward. Prior to 1940, the decennial census did 
not ask a question on educational attainment. 
Also, in 1940 the labor force concept replaced 
the gainful worker concept. We could, however, 
derive for 1930 educational attainment and labor 
force participation rates and thus obtain labor 
force participation rates by level of education 
in 1930. We obtained the educational level of 
white women by "younging" the 1940 population. 
We then adjusted the rates in accordance with 
the known totals in the labor force in 1930 
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which we estimated for each age group (Deming 
1943). To obtain the labor force numbers in 
1930 the gainfully occupied numbers were con- 
verted to agree as closely as possible to the 
1940 labor force definition (Edwards, 1943). We 
are aware that the data on educational attain- 
ment and labor force participation are not com- 
pletely comparable from census to census. Since, 
however, we are concerned with overall trends we 
did not attempt to correct for what appeared to 
be slight incomparabilities. 

Note should be made that an important 
change occurred in the 1970 census data on 
children ever born. Prior to 1970 the question 
of children ever born was asked only of women 
who had ever been married; in 1970 this question 
was asked of all women. This change added some- 
where between 10 to 20 children per 100 women 
(U. S. Bureau of the Census, 1970). Such a 
change we judged did not markedly affect the 
fertility trends discussed in this paper and 
therefore we did not adjust for this change. 

The analysis reported here is restricted 
to white women for the simple reason that white 
and black women differ greatly in their labor 
force behavior. We hope to extend our analysis 
to black women in the near future. 

RESULTS 

The Influence of Education 

Table 1 presents the results of standard- 
izing the labor force participation rates on 
the educational distributions of 1930 and 1970. 
By standardizing we are attempting to answer 
the question: what would have been the age 
specific labor force participation rates if the 
educational level of women had remained unchanged 
over the entire 40 year period? Since there is 
no uniquely correct educational distribution to 
use as a standard we used both dates. This 
provides a range within which the influence of 
education can be said to lie. In the upper panel 
of Table 1, the labor force participation rates 
standardized on the 1970 educational distribution 
are shown and in the lower panel the rates stan- 
dardized on the 1930 distribution are shown. The 
last three columns in Table 1 show: the observed 
change in the labor force participation rates, 
column (a); the absolute change in the standard- 
ized rates, column (b); the change attributable 
to increased educational attainment, column (c). 

Thus, the total change in labor force rates has 
been subdivided into two components, that due to 
other factors and that due to increased educa- 
tional attainment. 



Table 1. Standardized Labor Force Participation Rates for White Women by Age, United States: 1930 to 
1970 

Age 1930 1940 1950 1960 1970 Change 1930 to 1970 
(a) (b) (c) 

Standardized on 1970 distribution of 
educational attainment 

20 to 24 years 50.0 55.0 47.7 48.1 56.2 14.5 6.2 8.3 

25 to 29 years 34.0 40.2 34.1 34.9 44.1 16.1 10.1 6.0 

30 to 34 years 24.7 33.2 30.4 33.9 42.6 21.3 17.9 3.4 

35 to 39 years 23.2 30.3 34.6 39.2 47.6 28.0 24.4 3.6 

40 to 44 years 21.9 27.4 35.7 44.1 50.9 32.2 29.0 3.2 

45 to 49 years 20.9 25.5 35.7 47.4 52.7 35.0 31.8 3.2 

50 to 54 years 19.9 25.3 33.8 47.3 52.0 35.2 32.1 3.1 

Standardized on 1930 distribution of 
educational attainment 

20 to 24 years 41.7 42.5 38.7 39.8 45.8 14.5 4.1 10.4 

25 to ,29 years 28.0 32.9 29.2 31.6 39.2 16.1 11.2 4.9 

30 to 34 years 21.3 27.7 28.1 33.0 40.6 21.3 19.3 2.0 

35 to 39 years 19.7 25.3 31.9 37.8 45.6 28.0 25.9 2.1 

40 to 44 years 18.7 23.1 32.2 41.6 48.5 32.2 29.8 2.4 

45 to 49 years 17.7 21.5 31.2 43.7 49.6 35.0 31.9 3.1 

50 to 54 years 16.7 22.3 29.2 42.8 48.1 35.2 31.4 3.8 

(a) Absolute change in unstandardized labor force rates. 

(b) Absolute change in standardized rates; i. e., change due to factors other than changes in 

educational attainment. 

(c) Absolute change resulting from increased educational attainment. 
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The observed change in the total rates for 
each age group shown in column (a) is simply 
the observed rates for 1930 subtracted from 
those for 1970. The observed rates for these 
two years and the intervening years are shown 
in Table 2. The influence of all factors ex- 
cept increased education (column (b)) is the 
difference between the standardized rates for 
the two dates. Since the influence of education 
has been held constant by standardization, then 
any residual must be due to other factors. Fi- 
nally, the changes in the observed rate (column 

(a) minus the changes in the standardized rates 
(column (b) represent the changes due to in- 
creased education. 

An inspection of column (c) clearly in- 
dicates that the direct influence of increased 
educational attainment has had but little ef- 

fect on the labor force participation rates of 
white women. This is true regardless of whether 
the labor force rates are standardized on the 
1930 or 1970 educational distribution. For 
instance, although at ages 20 to 24 the increase 
in educational attainment may have accounted 
for over a half to almost three quarters of the 
observed increase in the labor force rates, and 
at ages 25 to 29 almost one third, at ages 30 
to 54 the influence of education accounts for 
less than 20 percent and in most instances less 
than 10 percent. As can be seen, however, these 
are precisely the ages at which the largest 
observed increases in labor force participation 
occurred. 

We also divided the 40 year period into 

two periods and carried out the same calcula- 
tions for the period between 1930 and 1950 and 
between 1950 and 1970. The same pattern of 
changes were obtained with education having less 
influence than other factors. Because of limi- 
tations of space, these results are not shown. 

Labor Force Rates Level of Education 

Table 2 presents the observed labor force 
participation rates by educational attainment. 
The most rapid increases in labor force parti- 
cipation between 1930 and 1970 occurred among 
women with less than a high school education. 
Only among 20 to 24 year old women did the rate 
for college graduates (16+ years of education) 
increase slightly more than those with lower 
levels of educational attainment. At all older 
ages, 25 and above, those not having finished 
high school (under 12 years of education) had 
the greatest increases. Moreover, with in- 
creasing age even larger increases in labor 
force participation rates are observed for 
women at the lower educational levels. For 
example, at ages 25 to 29 among women with less 
than a high school education, the percentage 
increases in labor force participation was 51, 
the comparable percentage increase for women 
50 to 54 was 214. For college graduates, the 
increase was 16 percent for those 25 to 29 and 
69 percent for those 50 to 54. 
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How may we account for the greater increases 
in labor force participation rates among women 
having the lower educational attainment? One 
obvious answer is purely statistical. Increases 
must be asymptotic; as the labor force rate ap- 
proaches 100 percent further increases are not 
possible. An alternative way of measuring the 
changes between 1930 and 1970 is by expressing 
the increase in the participation rates as a 
percent of those not in the labor force in 1930. 
The results of this approach produced a pattern 
very similar to that previously observed. To 
summarize: at ages 20 to 24, the increase was 
greatest among those with the lowest level of 
education; at ages 25 to 29, there was little 
difference by level of education; at ages 30 to 
34 up through ages 40 to 44, the increases were 
larger among those at lower levels of education; 
at ages 45 to 49 and 50 to 54, there was little 
difference by level of education. 

Educational Attainment and Fertility 

The changes in labor force participation 
rates by educational level tended to be in- 
versely related to the changes that occurred in 
fertility by education. As may be seen in the 
following table, the fertility of women with 
less than a high school education increased less 
rapidly than the fertility of women who finished 
high school or went on to college. 

Children Ever Born Per White Woman 

Age and Educational 
Attainment 1940 1970 

20 to 24 years .48 .68 

Under 12 years .73 1.39 
12 years .28 .71 

13 to 15 years .12 .26 

16+ years .07 .17 

25 to 29 years 1.09 1.74 

Under 12 years 1.43 2.38 

12 years .76 1.77 
13 to 15 years .61 1.39 
16+ years .31 .78 

30 to 34 years 1.64 2.60 

Under 12 years 2.03 3.00 
12 years 1.16 2.54 
13 to 15 years 1.05 2.32 

16+ years .70 1.75 

35 to 39 years 2.11 2.98 
Under 12 years 2.50 3.14 
12 years 1.46 2.87 

13 to 15 years 1.37 2.74 

16+ years .92 2.27 

40 to 44 years 2.42 2.93 

Under 12 years 2.80 3.03 

12 years 1.67 2.77 

13 to 15 years 1.60 2.77 

16+ years 1.07 2.42 



Table 2. Labor Force Participation Rates for White Women by Age and Educational Attainment, United 
States: 1930 to 1970 

Age and Educational Attainment 1930 1940 1950 1960 1970 

20 to 24 years 41.7 45.5 43.4 44.8 56.2 
Under 12 years 34.5 35.1 31.2 33.2 37.1 
12 years 55.4 56.8 51.1 48.7 59.3 
13 to 15 years 47.1 47.7 46.7 49.4 56.6 
16+ years 63.8 64.8 67.5 71.8 79.6 

25 to 29 years 28.0 34.1 31.3 33.3 44.1 

Under 12 years 23.4 27.1 25.4 29.1 35.4 

12 years 31.9 39.8 33.4 32.9 42.2 

13 to 15 years 39.1 44.6 36.7 37.3 46.9 

16+ years 53.4 58.9 48.3 48.5 61.7 

30 to 34 years 21.3 28.9 29.2 33.5 42.6 
Under 12 years 18.7 23.7 26.3 32.3 39.3 

12 years 24.0 34.2 29.9 33.5 42.8 

13 to 15 years 26.7 35.5 33.1 33.9 41.5 

16+ years 40.4 50.4 40.1 39.6 51.1 

35 to 39 years 19.7 26.2 33.0 38.9 47.7 

Under 12 years 17.3 21.8 30.0 36.9 44.3 

12 years 23.3 31.7 34.5 39.1 48.4 

13 to 15 years 25.2 33.1 36.7 39.7 46.2 

16+ years 39.5 48.6 47.0 46.4 56.3 

40 to 44 years 18.7 23.7 33.7 43.2 50.9 

Under 12 years 16.5 20.2 29.8 40.0 47.0 

12 years 22.6 28.6 36.7 44.9 52.6 

13 to 15 years 24.4 31.3 39.6 46.0 50.8 

16+ years 38.8 46.9 51.1 55.0 58.4 

45 to 49 years 17.7 22.0 33.0 46.0 52.7 

Under 12 years 15.5 18.8 28.2 41.3 47.5 

12 years 21.8 26.7 38.0 49.1 55.4 

13 to 15 years 24.8 31.0 42.0 51.8 55.1 

16+ years 39.1 46.5 54.7 63.9 64.5 

50 to 54 years 16.7 20.6 30.6 45.6 51.9 

Under 12 years 14.5 20.1 26.0 39.8 45.6 

12 years 20.9 25.7 36.4 50.0 55.4 

13 to 15 years 26.1 31.6 42.2 54.3 56.7 

16+ years 40.0 46.4 55.9 69.3 67.6 

437 



Thus, at ages 20 to 24 the increase in 
fertility was 90 percent for those with less 
than 4 years of high school education while for 
college graduates the percentage increase was 
143 percent. At ages 35 to 39 the increases 
were 26 percent and 147 percent. A result of 
these differential increases in fertility has 
been the convergence of family size among the 
various educational groups just as there has 
been a convergence in the labor force partici- 
pation rates among the various educational 
groups. 

Although neither the changes in the ed- 
ucational attainment or in fertility behavior 
of white women can be interpreted as the "cause" 
of the changes in the other, these two changes 
occurred simultaneously. Since the fertility 
of women with less than a high school education 
increased less rapidly than the fertility of 
women who finished high school or went on to 
college, it is not surprising that women with 
less than a high school education entered the 
labor force in greater numbers. The changes in 
fertility in fact, parallel the pattern by ed- 
ucational level of those entering the labor 
force since 1930 noted above. Generally, while 
fertility was once an important factor in 
whether or not women were in the labor force, 
it now appears that childbearing no longer is 
as an important factor as it once was. 

DISCUSSION 

Many factors have influenced the labor 
force participation of white women in the 
United States over the last 40 years. Increased 
education is but one. Other factors include 
the large increase in urbanization, the almost 
complete disappearance of the rural population, 
and the increasing availability of jobs for 
women through the growth in the "paper" work 
industry. This latter factor, of course, has 
contributed to the very large increases in the 
white collar clerical occupations. Additional 
factors influencing the increased participation 
of women in the labor force have been the rapid 
dimunition of the foreign born population, the 
increasing income of large proportions of the 
changing roles of men and women and of course 
the feminist movement. 

We have concluded that increased educa- 
tional attainment in and of itself has not had 
much direct effect on the labor force partici- 
pation of women. We suspect, however, that 
it has been an integral part of the overall 
matrix of interrelated factors. Possibly with- 
out the increased educational attainment of 
women some of the other factors would have 
had a lesser impact upon the labor force ac- 
tivity of women. 

In a 1956 article (Jaffe, 1956) stated: 
". . .if women complete their family formation 
by the late twenties, then they can enter (or 

reenter) the working force in the early thirties 
at which age they are more acceptable to 
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employers. Thus, even without any decrease in 
the ultimate size of the fmaily, a lowering 
of the age at which family formation is com- 
pleted may result in an increase in the propor- 
tion of women who leave the home for outside 
jobs." We suspect that the rapid diminution 
after age 30 and the completion of childbearing 
by close to age 35 have been important factors 
in the entry of older women into the labor 
force since 1930. It is possible also that the 
increase in family size during the baby boom 
period may have propelled many women into the 
labor force since the differentials in fertility 
by labor force status decreased between 1940 and 
1960 (Ridley, 1971). These fertility differ- 
entials have diminished even further in the 
decade 1960 to 1970. The particularly large 
increases in labor force participation among 
younger white women between 1960 and 1970 have, 
no doubt, further contributed to the declines 
in fertility since 1960. Generally, the more 
recent changes in labor force and fertility 
reflect the increased educational attainment 
of women together with the other vast socio- 
economic changes which have occurred since 1930. 

In terms of the future, we expect that 
further increases in educational attainment of 
women will not materially affect their future 
labor force participation rates. Rather, these 
rates will reflect future job opportunities to 
a significant degree. Such future job oppor- 
tunities will depend not only on the state of 
the economy but the degree of success women 
achieve in their quest for equal employment 
opportunities. 

Acknowledgements 

This paper is part of a larger study 
supported by a grant from the National Insti- 
tute of Child Health and Human Development 
(No. HD06130 -02). We are indebted to Thomas T. 
Kane who served as a research assistant on this 
project. 

REFERENCES 

Bancroft, G. 1958. The American Labor Force: 
Its Growth and Changing Composition. 1950 
Census Monograph Series. New York: John Wiley 
and Sons. 

Bowen, W. G. and T. A. Finegan. 1969. The Econom- 

ics of Labor Force Participation. Princeton: 
Princeton University Press. 

Cain, G. 1966. Married Women in the Labor 
Force: An Economic Analysis. Chicago: Univer- 

sity of Chicago Press. 

Deming, William Edwards. 1943. Adjustment of 

Data. New York: John Wiley and Sons. 

Durand, J. D. 1948. The Labor Force in the 

United States: 1890 to 1960. New York: Social 

Science Research Council. 



Edwards, Alba M. 1943. Comparative Occupational 
Statistics for the United States: 1870 to 
1940. U. S. Bureau of the Census. Washington, 
D. C.: U. S. Government Printing Office. 

Folger, K., and C. B. Nam. 1967. Education 
of the American Population. Washington, D. C.: 
U. S. Government Printing Office. 

Jaffe, A. J., and C. D. Stewart. 1951. Man- 
power Resources and Utilization. New York: 
John Wiley and Sons. 

Jaffe, A. J. 

of Women in 
Review, 76, 

Oppenheimer, V 

1956. Trends in the Participation 
the Working Force, Monthly Labor 
5: 559. 

. K. 1970. The Labor 

439 

Force in the United States: Demographic and 
Economic Factors Governing the Growth and 

Changing Cbmposition. Monograph Series No. 5. 

Berkeley: University of California Press. 

Ridley, J. C. 1971. The Changing Position of 
American men: Education, Tabor Force Parti- 

cipation, and Fertility. In The Family in 
Transition. Fogarty International Center Pro- 
ceedings No. 3. Washington, D. C.: U. S. Gov- 
ernment Printing Office. 

Sweet, J. A. 1968. Women in the Labor Force. 
New York: Seminar Press. 

U. S. Bureau of the Census, 1970. Census of 
Population. Subject Report, PC(2) -3A. Table 65. 



COMPARING DATA ANALYSIS TECHNIQUES FOR EVALUATION DESIGNS WITH NON -NORMAL POFULP_TIOKS 
Elaine S. Jeffers, University of Maryland, Eastern Shore* 

The data collection phases for evaluation 
designs may involve analysis of data from dis- 
tributions that are skewed, restricted in range, 
lacking in variability or otherwise possessing 
characteristics rendering it difficult to assume 
normality of the mean and variance of the parent 
population. When assumptions have been violated, 
the following are some examples of transformations 
that can be used to result in a closer approxima- 
tion to the normal distribution: 

1. The square -root transformation 

This transformation is useable when data are 
in the form of frequency counts as in "yes" "no" 
responses. The transformed score (X') would be: 

X' = 

2. The arc sine transformation 

This transformation is useable when scores 
are in proportions, as in "percentage correct 
responses." The transformed score (X') would be: 

X' = arc 

3. The logarithmic transformation 

This transformation is useable when the data 
are decidedly skewed. The transformed score (X') 

would be: 
X' = log X 

If the measures are small, the transformation 
might be: 

X' = log (X + 1) 

can be used for fairly complex 
designs. They are also useable when the re- 
searcher wants to present a more elaborate analy- 
sis which would extend beyond a classical analy- 
sis of variance designs. Transformed data, 
however, changes the relationships between the 
statistics observed from the original data. 
Hence, when generali.zi.ng results, caution may need 
to be used in relating the results of the con- 
verted measures to the original measures. 

Non -parametric and other non -traditional 
tests are other alternatives that have been used 
when assumptions of a normal distribution have 
not been met. May and Konklin developed a 
simplified version of the nonparametric counter- 
part to the F test for trend (4). Cooper used a 
non - parametric test for increasing trend by 
making comparisons of all possible pairs of 
observations (1). Lewis and Johnson illustrated 
the use of Kendall's Coefficient of Concordance 
for the evaluation of the extent of agreement 
among a set of judges, each of whom ranks in 
entirety a set of objects (3). These authors 
demonstrated that critical values of "W" are 
given only by approximation and only for large 
numbers. It was shown that Kendall's Coefficient 
of Concordance can be used to test more specific 
hypothesis about agreement on the criteria of 
choice within a group of judges (3). Simms and 
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Collons illustrated the use of an algorithm 
for the Coefficient of Concordance which allows 
for the identification of the particular combina- 
tion of individuals in a group, and all possible 
combinations of such individuals who exhibit or 
display the greatest amount of consensus (7). 

Reynolds has stressed that indiscriminate 
use of tests of significance contributes to 

theoretical inadequacies in terms of scope and 
explanatory power (5). Young has stressed that 
a large part of the data which social scientists 
must deal with is not distributed according to 
known mathematical functions; non- parametric 
techniques (order statistics) offer the opportun- 
ity to test hypothesis which require no assump- 
tion about the form of the distribution of the 
population (8). Siegel has offered a variety of 
such non -parametric techniques which are 
particularly useable at the nominal and ordinal 
level of measurement (6). 

Non - parametric tests can be used for pilot 
testing of instruments within an evaluation 
design, where assumption of normality cannot be 
taken for grsx.ted. In an abbreviated pilot- 
tested needs analysis procedure, first and 
second year university students ranked their 
preferences for the following goals for an 
educational research center: 

1) Develop skills in evaluation of Educa- 
tional Programs. 

2) Develop skills in behavioral objectives 
and criterion -referenced testing- - 
applications and development. 

3) Develop knowledge of Instructional 
Systems Development. 

4) Improve personal proficiency with 
Instructional Systems Development. 

5) Make contacts with happenings in 
Educational Research. 

6) Earn a PHD. 

7) Build an Academic Recommendation. 

8) Obtain tools needed for Educational 
Research- -math, statistics, computer 
operations and research design. 

9) Become familiar with Professional Socie- 
ties, and Journals of Educational Research 

10) Take courses in other centers to keep 
abreast of most recent trends in Educa- 
tion. 

11) Understanding of knowledge of diffusion. 

12) Developing Skills in Curriculum Develop- 
ment. 



13) Further knowledge in concept of Creativity 
and Research. 

14) Gain realistic and practical experience 
in Evaluation. 

15) Relate Evaluation and Teaching Skills to 
Humanistic Education Field. 

The sign -rank test was used to test the 
hypothesis of no differences in ranking of these 
goals by first and second year university 
students as follows: 

Ho (Null Hypothesis).. There is no difference 
in the ranking of these goals as per- 
ceived by first and second year students; 
alpha level equal .05- 

H1 (Alternative Hypothesis).. There is a 
difference in the ranking of these goals 
as perceived by first and second year 
students. 

Table I presents an application of the sign - 
rank test used to test differences for these 
purposes, The null hypothesis tested by the 

sign test is that: 

p(XA ?)CB) = p(XAGXB) = 

Another way of stating the null hypothesis 
is that the median difference is zero. Focus 

is placed on the direction of the differences 
rather than the size of the differences. Ref- 

erence is made to Table D in Siegel - -Table of 
Probabilities Associated with Values as Small, 
as cbserved Values of x in the Binomial Test 
(B). The probability of getting this result for 

a two -tailed test is .180. This is outside the 
rejection region and the decision is to accept 
the null hypothesis. 

Non -parametric tests can be used in the pre- 

liminary stages of validating an instrument that 
will later be used for evaluation purposes. 
Table II illustrates the use of the Coefficient 

of Concordance to test the degree of agreement 

among Freshman, Sophomore, Junior and Senior 
students, concerning the quality of library 
services. Comparable groups of students from 

each of these four levels were asked to rank the 
quality of library services in four different 
testing situations using different instruments. 
The results (W = .99) indicated a high degree 

of agreement among the four groups of students. 

Table III lists a variety of non -parametric 
methods which can be used at various levels of 
measurement (nominal, ordinal and interval). A 

researcher who decides on the use of a non- 

parametric test must decide on the most appropri- 
ate test to use in terms of the level of 
measurement. This is an important consideration 

since the use of a non -parametric test yields 

less powerful results when a parametric tests 

can be used for the same purpose. The 

researcher must decide upon the relative conse- 
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quence of the Type I or the Type II error. This 
is a decision that should be made based on the 
type of variables that are being investigated 
and the sampling environment. Hence, in 
researching the effects of a treatment to reduce 
the cause of cancer or in evaluating the effects 
of an educational program, it is important that 
Type II errors not be made. 

The power of non - parametric methods relative 
to Type I and Type II errors have been summarized 
in detail by Festinger and Katz (2). A Type I 

error is made when the decision is made to 
reject the null hypothesis when it should be 
accepted; a Type II error is made when the 
decision is made to accept the null hypothesis 
when it should be rejected. Power = 1 minus the 
probability of a Type II error; stated alterna- 
tively, power is the probability of appropriately 
rejecting the null hypothesis. 

Within evaluation setting, generalizability 
of results is not necessarily a goal. However, 
it is very important that results be valid for 
a particular decision - making setting. Failure 
to adequately consider the importance of this 
fFctcr results in the possibility of collecting 
data that lacks decision -maker validity. Hence, 
in an evaluation setting, the decision to use a 
parametric or a non -parametric test would depend 
on the relative consequences of the power of that 
test on decision -making accuracy. 

*The author wishes to acknowledge appreciation 
of the University of Mass. and Dr. N. Nagarajan 
formerly of the University of Maryland, Eastern 

Shore, for data presented. 



Table I 

An Application of the Sign -Rank Test of Differences in 
1st and 2nd Year Student Responses to Group Goals 

2nd Year (a) 1st Year (B) 2nd yr -1st yr. Direction of Difference Signs 

6 

4 

4 

2 

7 

6 

5 

2 

2 

2 

5 

2 

(A -D) 

XB 

XA XE 

XA 

XA = XB 

XA 'XB 

XA 

+ 

+ 

+ 

0 

+ 

+ 

+1 

+2 

+2 

0 

+2 

+4 

5 0 +5 XA + 

7 8 -1 -YE - 

7 4 +3 XA' XB + 

7 2 +5 + 

3 4 -1 XA XB - 

2 3 -1 XA - 

4 3 +1 XA XS + 

5 6 -1 XA- XB - 

4 2 +2 XA 'XB + 

x number of minority signs = 4 N -Dumber of non -zero ranks = 14 

Table II 

Coefficient of Concordance 

Groups IV 
Conditions 

A 4 2 3 1 

4 3 2 1 

4 3 2 1 

D 4 3 2 1 

16 11 9 4 

Sum or ranks 40 Mean of R = 10 

= W = .-0.99 
1 K2 (N3 - N) 

12 

s = Sum of squares of observed deviations from mean of R. 

k = # of sets of rankings --# of judges (i.e. A,B,C,D) 
n = # of entities (objects or individuals) ranked (i.e. Conditions I -IV) 

1X2 3 -n) 
12 

= max. possible sum of squared deviations , i.e. sum "s" which would occur 
with perfect agreement among K ranks 

442 



TABLE III (From Siegel's Non -Parametric Statistics) 

NONPARAMETRIC STATISTICAL TEST ** 

One -sample case 
(Chap. 4) 

Related samples 
(Chap. 5) 

Two -sample case 
Independent samples 

(Chap. 6) 

k- sample case 
Related Samples 

(Chap. 7) 

Independent Samples 
(Chap. 8) 

NONPARAMETRIC MEASURE 
OF CORRELATION 

(Chap. 9) 

Binomial test, 
pp. 36 -42 

x2 one -sample test, 
pp. 42 -47 

(Nominal measurement) 

test for the 
significance of 
changes, pp. 63 -67 

(Nominal measurement) 

Kolmogorov -Smirnov 
one -sample test, 
pp. 47 -52 

One -sample runs tests 
pp. 52 -58 

(Ordinal measurement) 

Sign test, pp. 68 -75 

Wilcoxon matched- 
pairs signed-ranks 
tests** pp. 75-83 

(Ordinal measurement) 

Fisher exact proba- 
bility test, pp. 
26 -104 

x test for two 
independent samples, 

pp. 104 -111 
measurement) 

Cochran Q test, 
pp. 161 -166 

(Nominal measurement) 

x2 test for k 
independent 
samples, pp. 
175 -179 

(Nominal measurement) 

Contingency coefficient 
C, pp. 196 -202 

(Nominal measurement) 

Median test, pp. 
111 -116 

Mann -Whitney U test, 
pp. 116 -127 

Kolmogorov- Smirnov 
two -sample test, 
pp. 127 -136 

Wald -Wolfowitz runs 
test, pp. 136 -145 

Moses test of extreme 
reactions, pp. 

145 -152 
(Ordinal measurement) 

Friedman two -way 
analysis of 
variance, pp. 
166 -127 

(Ordinal measurement) 

Extension of the med- 
ian test, pp. 179 -184 

Kruskal- Wallis one - 
way analysis of 
variance, pp. 184- 

193 
(Ordinal measurement) 

Spearman rank correlation 
coefficient: re, pp. 202- 
213 
Kendall rank correlation 
coefficient: r, pp.213 -223 
Kendall partial rank 
correlation coefficient: 

rzy,z, 223 -229 

Kendall coefficient of 
concordance: W, pp. 229- 
238 
(Ordinal measurement 

Walsh test, pp. 83- 
87 

Randomization test 
for matched pairs, 

pp. 88 -92 

(Interval measurement) 

ar.docrization test for 
two independent 
samples, pp. 152- 

156 

(Interval 

* *Each column liss, cumulatively downward, the tests applicable to the given level of measurement. For exar.ple, in the case of k 
related samples, when ordinal measurement has been achieved both the Friedman two -way analysis of variance and the Cochran Q test 
are applicable.' 

** *The Wilcoxon te requires ordinal measurement not only within pairs, as is required for the sign test, but also of the differences 
between pairs. -'ee the discussion on pp. 75 -76. 
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THE EFFECT OF TRANSFORMATIONS ON THE ANALYSIS OF VARIANCE 

Paula Ann Johnson, Reynolds Metals 

T. F. Higginbotham, Auburn University 

ABSTRACT 

Nine transformations were studied for effect 
on the analysis of variance. They were ARC 
TANGENT, , + LOG10, EXP(x), INVERSE, 
LOGE, SINE, and HYPERBOLIC TANGENT. 

The factorial experiment used as a basis 
for this study was a three factor factorial with 
three levels per factor and three observations 
per cell. One effect was altered by the addition 
of a constant to provide one effect with a high 
percentage of significant records. 

The transformations were applied to obser- 
vations distributed according to the following 
distributions: Beta, Binomial, Erlang, Expon- 
ential, Gamma, Log -normal, Normal, Poisson, 
Uniform, and actual data from highway accident 
damage costs. For all distributions except the 
highway accident damage costs (8436), 10,000 
experiments were studied. 

When analysis of variance results were 
compared (before and after transformation), 
and + consistently changed the fewest 
results. All other transformations produced 
unstable results across the range of distribu- 
tions, showing little effect to sometimes drastic 
change according to the distribution involved. 

INTRODUCTION 

It has been common practice for many years 
to transform raw data prior to performing an 
analysis of variance in order that the assump- 
tions of the analysis of variance may be more 
accorately approximated; for example, see Davies 
(1954), or Fryer (1966). 

In addition, it is well known that the 
analysis of variance tends to be robust, see 
Norton (1952), under some conditions. If robust- 
ness could be expected under all conditions, a 

study of the effects of transformations of raw 
data would be pointless. 

In a computer aided review of pertinent 
literature, no single study was found concerning 
the impact of various transformations on the 
analysis of variance. Yet the practice of 
transforming of raw data is so common as to have 
been made available in various computer statis- 
tical packages; for example, Biomedical Statisti- 
cal Package, (Dixon, 1973). 

The purpose of this study was to examine the 
impact of various common statistical distribu- 
tions at the .01 and .05 levels of significance 
of the analysis of variance. The transformations 
selected were ARC TANGENT, 47, LOG10, 
EXP(x), INVERSE, LOGE, SINE, and HYPERBOLIC 
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TANGENT, selected because of availability in BMD 
(Dixon, 1973). The statistical distributions 
were Beta, Binomial, Erlang, Exponential, Gamma, 
Log -normal, Normal, Poisson, and Uniform, select- 

ed on the basis of being available in SIMSCRIPT. 
In addition to add a practical flavor to the 
problem, Alabama Highway Department Accident 
Damage Cost1 data was included. 

The factorial experiment used as a basis for 
this study was a three factor (A, B, C) factorial 
with three levels per factor and three observa- 
tions per cell. This experiment was selected for 
the following reasons: 

(1) an ABC design would provide two and 

three way interaction effects, 

(2) three observations per cell would tend 

to provide "stability" in the cell, 

(3) eighty -one observations would provide 

54 degrees of freedom for test purposes 
(all factors were assumed fixed), 

(4) increasing the number of factors would 
materially increase the number of com- 
putations without materially affecting 

the outcome, and 

(5) increasing the number of observations 
per cell would materially increase the 
number of computations without mater- 

ially affecting the outcome. 

It was decided to force real significance2 
on one of the effects in the experiment so that 
one effect would have a relatively large percent- 
age of significant records. By adding a constant 
to one level of a factor, the population mean of 
that level would be changed, forcing real signifi- 
cance. The third level of factor A was thus 
changed, except in the case of Highway (10). The 

individual constants added are specified in the 
discussion of each distribution. 

Because it is not possible to perform all of 

the transformations on a value of zero, all re- 

maining zero values (after the addition of the 

constant) were changed to 1.0. The only two dis- 

tributions affected by this were the Binomial (02) 

and Poisson (08). The exact number of values so 

changed is specified in the individual distribu- 

tion discussion. 

The value ranges for the distributions were 

purposefully kept small because of the magnitude 

of values generated by transformation 06 (EXP(x)). 

1David B. Brown, Personal Commun., 1975 

2William D. Spears, Personal Commun., 1975 



This is a restriction imposed by IBM 370 hard- 

ware. Any value over 18 was changed to 18. Not 
all distributions had values requiring this 

change but all are noted in the distribution 

discussions. 

BETA DISTRIBUTION RESULTS 

A random variable X is said to be distribu- 

ted according to the Beta distribution of its 

density function is given by 

r(a + + 2) 
-x)ß <1 

r(a +1) 

where a and are parameters with a > -1 and 
> -1 (Beyer, 1966, p. 18). The parameters 

used were a = 2 and 2. The constant added 

to force real significance of main effect A was 
0.25. 

Adjusted Original Effect Significant 

.05 Level of Significance 

Significance tests of main effect A showed 
that more than 99% of all significant records 
remained significant after all transformations 

except 07 (Inverse). Only 73.32% remained sig- 
nificant after transformation 07. This pattern 
continued for all main effects and interactions; 
24 -32% remained significant at the .05 level of 
significance. For effects other than A, trans- 
formations 05 (LOG10) and 08 LOGE) caused the 
percentage of significant records to drop to be- 
tween 59 and 64% while all other transformations 
left at least 78X significant. 

.01 Level of Significance 

Significance tests of main effect A showed 
that more than 95% of all significant records 
remained significant after all transformations 
except 07 (Inverse). Only 40.57% remained sig- 
nificant after transformation 07. This pattern 
continued for all other main effects and inter- 
actions; 8 -20% remained significant at the .01 

level of significance. For all effects other 
than A, transformations 05 (LOG10) and 08 (LOGE) 

caused the percentage of significant records to 
drop to between 42 and 58% while all other trans- 
formations left at least 70% significant. 

Adjusted Original Effect Not Significant 

.05 Level of Significance 

Effects other than A were changed to signi- 
ficant less than 4% of the time by all transfor- 
mations. Main effect A was affected more than 
4% of the time by all transformations except 09 
(SINE). 

.01 Level of Significance 

Effects other than A were changed to signi- 
ficant less than 2% of the time by all transfor- 
mations. Transformation 06 (EXP(x)) changed 
12.36% to significant on main effect A. All 
other transformations on A affected less than 5% 
of the records. 

BINOMIAL DISTRIBUTION RESULTS 

A random variable X is said to be distri- 
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buted according to the Binomial Distribution if 

the probability function is given 

f(x) 
-x 

where p + q 1 and = The para- 
meters used were Tri = n and Probability 
of Success = p = 0.5. The constant added to 
force real significance of main effect A was 1.50. 
To enable all transformations to be performed, 
8578 observations (1.05% of the total number) 
that were found to be zero after the addition of 
the constant were changed to 1.0. 

Adjusted Original Effect Significant 

.05 Level of Significance 

Significant tests of main effect A showed 
that more than 97% of all significant records re- 
mained significant after all transformations ex- 
cept 09 (SINE) and 10 (HYPERBOLIC TANGENT). Only 
85.27% remained significant after transformation 
09; 56.74% after transformation 10. This pattern 
continued through all other main effects and in- 
teractions with transformations 09 and 10 causing 
less than 41% and 30% respectively to remain 
significant. For all effects other than A, only 
transformations 03 (T) and 04 (T + &1) left 
more than 80% significant. 

.01 Level of Significance 

Significance tests on main effect A showed 
that four of the transformations caused less than 
93% of the significant records to remain signi- 

ficant. They were 06 (EXP(x)) with 84.73 %, 07 

(INVERSE) with 87.85 %, 09 (SINE) with 65.48 %, and 
10 (HYPERBOLIC TANGENT) with only 15.78% remain- 
ing significant. For effects other than A, only 

transformations 03 (f) and 04 (T + left 

more than 75% significant. 

Adjusted Original Effect Not Significant 

.05 Level of Significance 

Effects other than A were changed to signi- 
ficant less than 6% of the time by all transfor- 
mations. Main effect A was changed to significant 
more than 6% of the time by all transformations 
except 03 (T) and 04 (T + 

.01 Level of Significance 

Effects other than A were changed to signi- 

ficant less than 3% of the time by all transfor- 
mations. Main effect A was changed to significant 

less than 6% of the time by all transformations 
except 06 (EXP(x)) which changed 12.37 %. 

ERLANG DISTRIBUTION RESULTS 

The Erlangian distribution of order k has as 

its probability density function: 

f(t) (Xt)k 
at 

( Parzen, 1962, 

p. 199). 

The parameters used were mean 4 and k 3. 

There were 139 observations (.017% of the total 

number) greater than 18.0 which were changed to 
18.0. The constant added to force real signifi- 
cance of main effect A was 2.0. 



Adjusted Original Effect Significant 

.05 Level of Significance 

Significance tests of main effect A showed 
that more than 91% of all significant records re- 
mained significant after six of the transforma- 
tions. However, transformation 06 (EXP(x)) left 
only 6.58% significant. Transformation 09 (SINE) 

left 30.65% significant and 10 (HYPERBOLIC TAN- 
GENT) left 41.18% significant. For effects other 
than A, only transformations 03 (T ) and 04 (T 
+ ) left more than 78% of the records sig- 
nificant. 

.01 Level of Significance 

Significance tests of main effect A showed 
that more than 95% of all significant records re- 
mained significant after five of the transforma- 
tions. Transformation 06 (EXP(x)) left only 
1.76% significant; 07 (INVERSE) left 69.77% sig- 
nificant; 09 (SINE) left 12.29% significant; and 
10 (HYPERBOLIC TANGENT) left 10.18% significant. 
For effects other than A, only transformations 03 

(T ) and 04 left more than 75% significant 
(except for effect ABC where only 67% were left 
significant). Throughout all effects, transfor- 
mations 06, 09, and 10 caused the greatest loss 
of significance. 

Adjusted Original Effect Not Significant 

. 05 Level of Significance 

Effects other than A were changed to signi- 
ficant less than 6% of the time by all transfor- 
mations. Main effect A was changed more than 25% 
of the time by all transformations except 06 
(EXP(x)) which only changed .41 %. 

. 01 Level of Significance 

Effects other than A were changed to signi- 
ficant less than 2% of the time by all transfor- 
mations. Main effect A was changed more than 16% 
of the time by all transformations except 06 
(EXP(x)) which changed none, and 10 (HYPERBOLIC 
TANGENT) which changed 5.09 %. 

EXPONENTIAL DISTRIBUTION RESULTS 

A continuous random variable X assuming all 
non -negative values is said to have an Exponential 
distribution with parameter a > 0 if its prob- 
ability density function is given by 

f(x) x >0 
= 0 elsewhere. Meyer, 1965, 

p. 173. The parameter used was mean 2. There 
were 108 observations (.013% of the total number) 
greater than 18.0 which were changed to 18.0. The 

constant added to force real significance of main 

effect A was 2.0. 

Adjusted Original Effect Significant 

.05 Level of Significance 

Significance tests of main effect A showed 
that only three transformations changed any sig- 
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nificant values. Transformation 06 (EXP(x)) left 
only 5.21% significant; 07 (INVERSE) left 35.67% 
significant; and 09 (SINE) left 66.25% signifi- 
cant. For effects other than A, only transfor- 
mations 03 (T ) and 04 (T + ) left at least 
70% significant. Transformations 06 and 07 left 
less than 8% significant for all effects other 
than A. 

.01 Level of Significance 

Significance tests of main effect A showed 
that only three transformations left less than 
99% significant. They were transformation 06 
(EXP(x)) which left only 1.39% significant; 07 
(INVERSE) which left 13.54% significant; and 09 
(SINE) which left 43.96% significant. For effects 
other than A, only transformation 04 (T + ) 

left at least 70% significant (except on effect 
ABC which was only 57 %). As in the .05 level of 
significance above, transformations 06 and 07 

left the least percentage of significant records. 

Adjusted Original Effect Not Significant 

. 05 Level of Significance 

Effects other than A were changed to signifi- 
cant less than 7% of the time by all transforma- 
tions. Main effect A was changed more than 31% of 
the time by all transformations except 06 (EXP(x)) 

which changed none. 

. 01 Level of Significance 

Effects other than A were changed to signifi- 
cant less than 2% of the time by all transforma- 

tions. Main effect A was changed more than 18% 
of the time by all transformations except 06 
(EXP(x)) which changed none and 07 (INVERSE) 

which changed 9.21 %. 

GAMMA DISTRIBUTION RESULTS 

A random variable X is said to be distribu- 
ted according to the Gamma distribution if its 

density function is given by 

f(x) 
r(a 

O <X< 

where a and 8 are parameters with a > -1 and >0. 

(Beyer, 1966, p. 18). The parameters used were 

mean = 4 and k = 3. There were 130 observations 
(.016% of the total number) greater than 18.0 

which were changed to 18.0. The constant added 

to force real significance of main effect A was 

2.0. 

Adjusted Original Effect Significant 

.05 Level of Significance 

Significance tests of main effect A showed 
that more than 91% of all significant records re- 

mained significant after six of the transforma- 

tions. However, transformation 06 (EXP(x)) left 

only 6.26% significant. Transformation 09 (SINE) 

left 30.55% significant and 10 (HYPERBOLIC TAN- 

GENT) left 40.26% significant. For effects other 

than A, only transformations 03 (T ) and 04 (T 



+ )left more than 75% of the records signi- 
ficant. 

.01 Level of Significance 

Significance tests of main effect A showed 
that more than 95% of all significant records 
remained significant after five of the transfor- 
mations. Transformation 06 (EXP(x)) left only 
1.58% significant; 07 (INVERSE) left 69.29% sig- 
nificant; 09 (SINE) left 11.71% significant; and 

10 (HYPERBOLIC TANGENT) left 8.90% significant. 
For effects other than A, only transformations 
03 ) and 04 (f + T ) left at least 70% 
significant. Throughout all effects, transfor- 
mations 06, 09, and 10 caused the greatest loss 
of significance. 

Adjusted Original Effect Not Significant 

.05 Level of Significance 

Effects other than A were changed to signi- 
ficant less than 6% of the time by all transfor- 
mations. Main effect A was changed more than 
21% of the time by all transformations except 06 
(EXP(x)) which only changed .10 %. 

.01 Level of Significance 

Effects other than A were changed to signi- 
ficant less than 2% of the time by all transfor- 
mations. Main effect A was changed more than 15% 
of the time by all transformations except 06 
(EXP(x)) which changed none and 10 (HYPERBOLIC 
TANGENT) which changed 5.06 %. 

LOG NORMAL RESULTS 

A random variable X is said to be distribu- 
ted according to the Log -normal distribution if 
its probability density function is given by 

f(x) le-(ln x-a)2/2Á2 x>0, ß>o, 

= 0 elsehwere 
(Miller, 1965, p. 77). The parameters used were 
mean = 4 and standard deviation 1. The con- 
stant added to force real significance of main 
effect A was 2.00. 

Adjusted Original Effect Significant 

.05 Level of Significance 

Significance tests of main effect A showed 
that more than 90% of all significant records re- 

mained significant after all transformations 
except 09 (SINE). Transformation 09 left 20.59% 
significant. For all other effects, transforma- 
tion 09 caused the greatest drop in significance. 
For effects other than A, only transformations 
03 (Vc ) and 04 + ) left at least 85% 

significant. 

.01 Level of Significance 

Significance tests of main effect A showed 
that six of the transformations had no effect. 
Transformation 06 (EXP(x)) left 78.74% signifi- 
cant; 09 (SINE) left only 7.76% significant; and 
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10 (HYPERBOLIC TANGENT) left 70.12% significant. 
For effects other than A, only transformations 03 
(T ) and 04 (T + left at least 80 % ;signi- 
ficant. Transformation 09 caused the greatest 
drop in significance. 

Adjusted Original Effect Not Significant 

.05 Level of Significance 

Effects other than A were changed to signi- 
ficant less than 6% of the time by all transfor- 
mations except 10 (HYPERBOLIC TANGENT). Trans- 
formation 10 changed approximately 28% of all 
records on effects other than ABC. 

.01 Level of Significance 

Effects other than A were changed to signifi- 
cant less than 2% of the time by all transforma- 
tions except 10 (HYPERBOLIC TANGENT). Transfor- 
mation 10 changed approximately 11% of all records 
on effects other than ABC. 

NORMAL DISTRIBUTION RESULTS 

A random variable X is said to be distribu- 
ted according to the Normal distribution if its 
density function is given by 

1 
-(x- 

11)2 /2U2 
- 00 < x < . 

2v 
(Beyer, 1966, p. 18). The parameters used were 
mean 6 and standard deviation 1. The con- 
stant added to force real significance of main 
effect A was 3.0. 

Adjusted Original Effect Significant 

.05 Level of Significance 

Significance tests on main effect A showed 
that more than 97% of all significant records re- 
mained significant after all transformations 09 
(SINE). Only 67.53% remained significant after 
transformation 09. For effects other than A, 
transformations 03 (Vc ), 04 (T + ), 05 
(LOGi0), and 08 (LOGE) left at least 76% of the 
records significant. Transformation 09 continued 
to cause the greatest drop in significance for all 
effects (except ABC which was reduced to zero 
significant records by transformation 10 (HYPER- 
BOLIC TANGENT)). 

.01 Level of Significance 

Significance tests on main effect A showed 
that more than 96% of all significant records re- 
mained significant after all transformations ex- 
cept 09 (SINE). Only 42.36% remained significant 
after transformation 09. For effects other than A 
transformations 03 (T) and 04 (T + left at 

least 76% of the records significant. Effect ABC 

had all significant records changed by transforma- 
tion 10 (HYPERBOLIC TANGENT) which left 67 -97 %. 

Adjusted Original Effect Not Significant 

.05 Level of Significance 



Effects other than A were changed to signifi- 
cant less than 8% of the time by all transforma- 
tions except 10 (HYPERBOLIC TANGENT). Transfor- 
tion 10 changed no records on effect ABC but 
changed 69 -99% of records for other effects. 

.01 Level of Significance 

Effects other than A were changed to signifi- 
cant less than 4% of the time by all transforma- 
tions except 10 (HYPERBOLIC TANGENT). Transfor- 
mation 10 changed no records on effect ABC but 
changed 67 -98% of records for other effects. 

POISSON DISTRIBUTION RESULTS 

A random variable X is said to be distributed 
according to the Poisson distribution if its prob- 
ability function is given by 

-m x 
f(x) m > 0, 1, 2, 

X. 

(Beyer, 1966, p. 19). The parameter used was 
mean = 4. The constant added to force real 
significance of main effect A was 2.0. To enable 
all transformations to be performed, 9972 
observations (1.23% of the total number) that were 
found to be zero after the addition of the con- 
stant were changed to 1.0. 

Adjusted Original Effect Significant 

.05 Level of Significance 

Significance tests of main effect A showed 
that more than 97% of all significant records re- 
mained significant after six of the transforma- 
tions. However, transformation 06 (EXP(x)) left 
only 26.31% significant; 09 (SINE) left 8.55% 
significant; and 10 (HYPERBOLIC TANGENT) left 

36.39% significant. For effects other than A, the 
above three transformations caused the greatest 
loss of significance. Transformations 03 (T ) 

and 04 (Vi + ) were the only ones to leave 
more than 80% significant on all effects. 

.01 Level of Significance 

Significance tests of main effect A showed 
that at least 90% of all significant records re- 
mained significant after five of the transforma- 
tions. Transformation 06 (EXP(x)) left only 9.78% 
significant; 07 (INVERSE) left only 79.91% signi- 
ficant; 09 (SINE) left 2.04% significant; and 10 
(HYPERBOLIC TANGENT) left 9.30% significant. The 
above four transformations caused the greatest 
loss of significance for all effects. Transfor- 
mations 03 ) and 04 (T + v ) were the only 
transformations to leave at least 68% of all 
effects significant. 

Adjusted Original Effect Not Significant 

.05 Level of Significance 

For all effects other than A, less than 7% of 

the records were changed by all transformations. 
For main effect A, all transformations changed 
more than 15% of the records except 06 (EXP(x)). 
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.01 Level of Significance 

For all effects other than A, less than 3% 
of the records were changed by all transforma- 
tions. For main effect A, all transformations 
changed more than 12% of the records except 
06 (EXP(x)) which changed none; 09 (SINE) changed 
3.55% of the records and 10 (HYPERBOLIC TANGENT) 
changed 3.95% of the records. 

UNIFORM DISTRIBUTION RESULTS 

A random variable is said to be distributed 
uniformly over the interval [a,b], where both a 
and b are finite, if its probability density 
function is given by 

f(x) , a < x < b 

= 0 , elsewhere 
(Meyer, 1965, p. 64). The parameters used were 
lower bound a 1 and upper bound b 5. The 
constant added to force real significance of main 
effect A was 1.0. 

Adjusted Original Effect Significant 

.05 Level of Significance 

Significance tests of main effect A showed 
that more than 97% of all significant records re- 
mained significant after all transformations 
except 09 (SINE) and 10 (HYPERBOLIC TANGENT). 
Transformation 09 left 61.26% significant; 10 left 
80.68% significant. For effects other than A, 
the above two transformations caused the greatest 
drop in significance. For all effects only trans- 
formations 03 ) and 04 (T + ) consis- 
tently left at least 85% of the records signifi- 
cant. 

.01 Level of Significance 

Significance tests of main effect A showed 
that five of the transformations left more than 
95% of the records. However, transformation 02 
(ARC TANGENT) left 88.39% significant; 07 

(INVERSE) left 84.24 %; 09 (SINE) left 40.70 %; and 
10 (HYPERBOLIC TANGENT) left 36.52 %. For effect 
other than A, only transformations 03 (T ) and 

04 (Vi + left more than 79% of the records 
significant. 

Adjusted Original Effect Not Significant 

.05 Level of Significance 

For effects other than A, less than 6% of the 
records were changed by all transformations. Main 
effect A was changed more than 6% of the time by 
all transformations except 09 (SINE) which only 
changed .10 %. 

.01 Level of Significance 

For effects other than A, less than 3% of the 
records were changed by all transformations. Main 

effect A was changed more than 6% of the time by 
all transformations 02 (ARC TANGENT), 06 (EXP(x)), 

07 (INVERSE), and 10 (HYPERBOLIC TANGENT). 



HIGHWAY DISTRIBUTION RESULTS 

The distribution was generated from actual 
highway accident damage costs as estimated by in- 

vestigating officers. The observations were ob- 

tained by reading the Alabama Highway Department 
accident file. Each observation was divided by 

1000 so amounts could be transformed by 06 

(EXP(x)). A frequency table of observation (ex- 
pressed in thousands of dollars) is found in 

Table 1. After the above coding, 353 observa- 

tions (.05% of the total number) were found to be 

greater than 18.0 and were changed to 18.0. 

There was no constant added in this distribution 

to force significance. 

Adjusted Original Effect Significant 

.05 Level of Significance 

Significance tests on all main effects and 

interactions showed that only transformations 02 

(ARC TANGENT), 03 (V ), 04 ( ) and 10 (HY- 

PERBOLIC TANGENT) left at least 78% of the 

records significant. The other five transforma- 

tions caused a much greater drop in significance. 

Transformation 07 (INVERSE) caused the greatest 

drop in significance. 

.01 Level of Significance 

Significance tests of all main effects and 
interactions showed that only transformations 02 
(ARC TANGENT), 03 (Vi ), 04 (Vi + T ) and 10 
(HYPERBOLIC TANGENT) left at least 74% of the 
records significant. Transformation 07 (INVERSE) 
left less than 6% of the records significant. 

Adjusted Original Effect Not Significant 

. 05 Level of Significance 

All effects were changed less than 11% of 
the time by all transformations. Transformation 
05 (LOG10) and 08 (LOGe) caused the greatest 
changes. 

. 01 Level of Significance 

All effects were changed less than 5% of the 
time by all transformations. 

SUMMARY 

Nine transformations were studied for effect 
on the analysis of variance. They were ARC TAN- 
GENT, Vi, + LOGi0, EXP(x), INVERSE, 
LOGE, SINE AND HYPERBOLIC TANGENT. 

The factorial experiment used as a basis for 
this study was a three factor factorial with 
three levels per factor and three observations 
per cell. One effect was altered by the addition 
of a constant to provide one effect with a high 
percentage of significant records. 

The transformations were applied to obser- 
vations distributed according to the following 
distributions: Beta, Binomial, Erlang, Exponen- 
tial, Gamma, Log -normal, Normal, Poisson, Uniform 

and actual data from highway damage costs. For 
all distributions except the highway accident 
damage costs (8436), 10,000 experiments were 
studied. 

When analysis of variance results were com- 
pared (before and after transformation), Vi and 

+ consistently changed the fewest re- 
sults. All other transformations produced un- 
stable results across the range of distributions, 
showing little effect to sometimes drastic change 
according to the distribution involved. 
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CORRELATIONS BETWEEN SUMS OF SQUARES AND F STATISTICS 
IN THE FIXED MODEL FOR UNBALANCED DESIGNS 

John M. Jordan & G. Rex Bryce, Brigham Young University 

For any analysis of variance model it is well 
known that the sums of squares of the main effects 
and the interactions are independent if the design 
is balanced. However, this independence does not 
necessarily follow for all pairs of sums of 
squares when the design is unbalanced, i.e., 

unequal cell frequencies. Since the latter is 

more likely to occur in practice, it would be 
useful to know the consequences of various degrees 
of imbalance on correlations between the sums of 
squares. 

In the fixed model all the F ratios are cor- 
related to some degree by virtue of a common 
denominator, the mean square for error. If the 
design is unbalanced and the sums of squares are 
fully adjusted, i.e., each sum of squares is 

obtained when its term is ordered last in the 
model, then the F ratios are also correlated 
through their numerators. As a result the tests 
are not independent and the joint probability 
of one or more Type I errors is a function of the 
strength of this correlation. 

The Theory 

This study depends on the representation of 
the analysis of variance model as a linear re- 
gression model by the use of the dummy variable 
technique within the cell means format. Define 
the cell means model in matrix format as = + e 

where is an n x 1 vector of responses, X is 

an n x p matrix of ones and zeroes indicating 
the location of the responses by cell, p is a 

p x 1 vector of cell means and e is the n x 1 

vector of residuals. 
We reparameterize this cell means model by 

the introduction of a full rank p x p matrix of 
contrasts, C , chosen to be of interest to the 

researcher. Write this new model as 

y_= XC- +e =Z6 +e 
so that a = Cu is the set of coefficients dic- 
tated by the analyst's chosen set of linear com- 
binations of the cell means and Z = XC- is a 

"stretched" version of the inverse of the matrix 
of contrasts. We will assume throughout this 
study that all elements of are known or 

specified as measures of the strength of particu- 
lar contrasts defined on the terms in the model. 
For a 2 x 2 model in the usual ordering 

= BAB] 

The purpose of this move from one full rank 

formulation to another should be clear. The 

parameters in both models are uniquely estimable; 
however, the original cell means model just esti- 

mates the cell means whereas the reparameterized 
model provides information which allows the kind 
of comparison of treatment effects needed by the 

researcher. 

Now, if we were interested in estimating , 

we could obtain a vector of solutions to this 
system as 
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0= (Z'Z) -1Z'y 
in the usual manner of multiple linear regression. 

However, for this study we are interested instead 
in a factored version of the Z'Z matrix aug- 
mented by as a means of obtaining expres- 
sions for the sums of squares of the terms in the 
analysis of variance model. A Cholesky factori- 
zation of this augmented matrix can be obtained 
by premultiplication by a Cholesky operator in 

the form 

R [Z'Z = R [Z'Z I z] = [T t] 

and it will be useful to us to partition these 
matrices in order to write exact expressions for 
the sums of squares. If, for example, the inter- 
action is ordered last in a model with two main 
effects, then the last partition in the t 

vector, tAB will be the product of the elements 

in the partitioned last row of the R operator 
matrix with the elements of the z vector. The 
number of rows in tAB will depend on the number 

of degrees of freedom associated with the inter- 
action term. 

If we symbolize this partitioned last row of 
R as R'AB in this ordering and the matrix Z 

in the same ordering as then we have 

RABZ 
therefore 

tABItAB = y:ZABRABR'ABZ'AB,y . 

This last formula is a quadratic form for the 
fully adjusted sum of squares for this inter- 
action (SSAB) for any design, whether balanced 
or not. The same procedure could be used to find 
a general expression for the fully adjusted sum 
of squares for any term in the model by a simple 
reordering of the matrices. Having these, we can 
use well known theorems on the variance and co- 
variance of quadratic forms, as in Searle (1971), 
to obtain the correlation between sums of squares 
for any design. 

If we have x N(n,V), then 

Cov(x'Px,x'Qx) = 2tr(PVQV) + . 

Since our response vector is normally and indepen- 
dently distributed with n = and V a2I , 

we can use matrix P as defined in the quadratic 

expression for SSAB and a corresponding Q 

defined for main effect B ordered last to write 

Cov(SSB,SSAB) = 2a 4tr(ZABRABR'ABZ'ABZBRBR'BZ'B) 

'ABZABRABR'ABZ'ABZBRBR'BZ'BZBßB 

where the superscripts on , as usual, refer to 

a particular ordering of the elements in this 

vector. Observe that the second term in the 

covariance is the non -centrality portion of the 

expression since the whole term becomes zero if 



Recall that the trace is invariant when 
cyclic operations are performed on its argument. 
With this in mind, we have found it convenient 
to rewrite this portion of the first term in the 
covariance as 

for which the dimensions are p x p rather than 
n x n , where p is the number of cells in the 
design and n is the number of data points in 

the sample. 
Before we can compute the correlation between 

SSAB and SSB, we need expressions in a similar 
form for the variance of each sum of squares. 
Searle (1971, p. 57) shows the general form for 
the variance of a quadratic form as 

Var(x'Px) = 2tr(PV)2+ 

where, once again, x N(n,V) . Proceed as 
before to write the variance of (say) the inter- 
action sum of squares as 

Var(SSAB) = 2o4tr(ZABRABR'ABZ'AB)2 

Z,AB)2ZABßAB 
AB AB 

Again, the argument of the trace can be cycled 
for a more manageable matrix product. 

The Application to 2 x 2 ECART Designs 

Interested readers can verify, using a simple 
balanced design, that the formulas described 
above give a well defined zero correlation be- 
tween any pair of sums of squares, i.e., zero 
covariance and non -zero variance. 

However, our main interest is in unbalanced 
designs. In order to systematically study the 
effect of imbalance on correlation between sums 
of squares, we chose the ECART pattern (equal 

column and row totals) as a point of departure. 
This design is attributed to Powers and Herr 
(1975), who used it to study the partial con- 
founding of row and column effects which occurs 
in unbalanced designs because of a lack of 
orthogonality in the design. Using this pattern 
we describe the cell frequencies in a 2 x 2 

model as 
B1 

Al 

A2 

B2 

n - k n+k 

n+k n - k 

Then we can obtain the matrix product Z = X C 

for our reparameterized model, with X a 

4n x 4 array of ones and zeroes corresponding 
to data location and C identified by the term 
ordered last in this matrix of contrasts. 

For example, when interaction is ordered 
last, we obtain 

ZAB X(CAB)-1 
= X 

1 1 1 1 

1 1 -1 -1 

1 -1 1 -1 

1 -1 -1 1 
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from which R'AB = [a 0 b] 

where a - 2n(n2 -k2) 
and b = 2n(n2 -k2) 

The Z matrix for main effect B ordered last 
is obtained by a reordering of the columns of the 

ZAB matrix. If this is done, then the inverse of 
the transpose of the factored matrix yields a 
last row 

= [0 a 0 b] . 

When these results are used to assemble the 
matrix product needed in the expression for the 
covariance between SSAB and SSB, the value of 
this product is zero. Since Var(SSAB) and 
Var(SSB) can be shown to be non -zero, we conclude 
that the correlation between SSAB and SSB is zero 
in the ECART design. The same result is obtained 
for the correlation between SSAB and SSA for this 
design. 

However, the correlation between the sums of 
squares for the main effects in the ECART pattern 
is non -zero. We proceed directly to write the 
trace in the first term of the covariance between 
SSA and SSB as 

2o4k /n . 

For the second covariance term, the non - 

centrality portion, we can reduce the matrix 
product to 

16ko28A8B(1- k2 /n2) 

so, as expected, the non -centrality term in the 
covariance between SSA and SSB is a function, in 

part, of the contrasts written on these terms. 
It also depends, as does the first term in the 
covariance, on the amount of imbalance and on a2. 

Before correlation can be computed the var- 
iances of the sums of squares must be obtained. 
The matrix products needed here are easily 
deduced from our earlier work on the covariance 
terms. Since the algebra is very much the same 
as it was in finding the covariance, we will 
just assert that 

Var(SSA) = + 16na2ß2A(1- k2 /n2) 

and the parallel expression can be obtained for 
Var(SSB). 

We now have all the ingredients needed to 
write a general expression for the correlation 
between SSA and SSB for the ECART design. Before 
doing so, we will simplify the terms by defining 
w = k/n as a measure of imbalance in the design. 
Also, for later ease in handling the contrasts 
on the main effects, convert them to standardized 
form as *A and *B Then the 

correlation becomes 
w2 + 8k8*A8*B(1 -w2) 

Corr(SSA,SSB)- 

[1 +8nß -w2) ] [ 1 +8nß *B(1 -w2)] 

Under the null hypothesis, = = 0, the 

correlation between the main effects is equal to 

w2 and so depends just on the measure of im- 
balance. Remember that n here is the average 
number of observations per cell; the total sample 



size is 4n . We conclude that, under this 
assumption, a small amount of imbalance in the 
ECART pattern, perhaps occurring fortuitously in 
a large sample, causes little correlation between 
SSA and SSB, whereas any amount of imbalance in a 

smaller sample will result in enough correlation 
that we would conclude important dependence 
exists between the main effects sums of squares 
and, therefore, between the F ratios used to 

test the main effects. 
When one contrast, say , is zero and the 

other is positive, the correlation between SSA 
and SSB decreases for increased sample size and 
for increased strength of the non -zero contrast, 
given a certain level of imbalance in the design. 
The values of this correlation are shown for 
selected cases in the figure below, when w = .5. 

Corr(SSA,SSB) 

.15 

.12 

.09 

. 06 

. 03 

1 2 

n= 2 

n=10 
n=40 

4 

For both main effects non -zero, inspection 

of the general form for correlation between SSA 
and SSB in the ECART design will confirm that the 
second terms in the covariance and each of the 
variances will dominate the expression for most 

values of the parameters. Written with just 
these second terms, Corr(SSA,SSB) simplifies to 
approximately w = k/n , the measure of imbalance 
for a wide range of values of the parameters. 
The figure below shows this behavior for 

= .25 over various levels of for several 

sample sizes given w = .5 . The correlation 
begins to drop away from w as increases 
but this decrease is small. We note in passing 
that the correlations are not affected if the 
interaction is ignored in obtaining main effects 
sums of squares rather than our fully adjusted 
approach. 
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Corr(SSA,SSB) 

.5 
n=40 
n-10 

n= 4 

.5 1 1.5 2 

B 

The Application to Other 2 x 2 Designs 

If the cell frequencies are identified only 
by location, i.e., 

B1 

A1 

A2 

B2 

n11 n12 

n21 n22 

Then the Z'Z matrix can still be written in a 

simple form but the factored matrix is unworkable 
so it is not possible to write an expression for 
the correlation between sums of squares as a 

function of the useful parameters. Instead we 

must work directly with the matrix products which 
define covariances and variances for quadratic 
forms. 

To preserve order in our consideration of the 

generalized 2 x 2 design, we will view new 

patterns as departures from the ECART design, 

whose characteristics are known to us. For an 

example, we will explain the case where 

n.. = n11 + n12 + n21 + n22 = 12 . We will not 

consider patterns in which missing cells occur so 

the only two ECART designs are 2,4,4,2 and 

1,5,5,1. 
We know that the 2,4,4,2 ECART has n = 3 

and k = 1 , therefore Corr(SSA,SSB) is .1111 

when we assume the null hypotheses are true. 

Under the same null assumption, Corr(SSA,SSB) is 

.4444 for the 1,5,5,1 ECART. 
Now, view departures from these patterns as 

functions of a new parameter q where, in the 

ECART design, q is used to modify the frequencies 
in the "n + k" cells: 



n-k n+k-q 

n+k+q n-k 

Observe that q 1 changes a 2,4,4,2 ECART 
to a 2,3,5,2 pattern but it changes a 1,5,5,1 
ECART to a 1,4,6,1 pattern. 

We will consider only the case in which the 
null hypotheses are true. Under this assumption, 

i.e., *A= [0000] and *B= [0000], 
Corr(SSA,SSB) decreases for departures from the 
ECART design and increases for departures from 
our proportional designs, as seen in the figure 
below. This agrees with the Powers and Herr 
(1975) conclusion that the ECART design is the 
most non -orthogonal design. From these starting 
points, the correlations for the departures from 
this design move in predictable directions for 
increasing values of q . 

Corr(SSA,SSB) 

.44 

.33 

.22 

.11 

1 2 3 4 

Finally, for the 2 x 2 design, we will 
briefly consider the change in Corr(SSA,SSB) 
which occurs as total sample size increases from 
n.. = 12 to n.. = 24 and n.. = 36 . The 
number of possible patterns increases greatly 
with larger sample sizes; we will study only the 
effect of the larger sample by discussing those 
patterns in which the ratios of k to n and 
q to k are the same as they were for the 
n.. = 12 cases where n = 3 and k = 2 . 

Given these conditions on the larger sample 
sizes, Corr(SSA,SSB) remains the same when the 
null hypotheses are assumed true. This is the 
case where the contrasts are all zero so the 
second terms in the covariance and the variances 
are also zero. The unchanged correlation means 
that the change in the variances of the sums of 
squares as sample size increases is exactly 
offset by the change in covariance between the 
sums of squares. Given the fixed k to n ratio, 
this confirms the result found for the ECART 
design and extends it to departures caused by 
non -zero values of q. 
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However, the behavior of Corr(SSA,SSB) when 
sample size is increased and one or both of the 
standardized contrasts on the main effects is 
non -zero is not as easy to explain, since the 
rise in n.. causes the correlation to drop in 
one case and rise in the other. Refer to the 
figures below to see that the correlation falls 
for increased n.. over the range of q when 
one contvast is zero and the other is positive. 

.33 

.22 

.11 

.5k 

Corr(SSA,SSB) 

.4 

k 1.5k 

.2 - Both non -zero 

t 

5k k 1.5k 

2k 

n..=36 
n..=24 
n..=12 

q 

2k 

When both contrasts are positive the correlation 
rises with increased sample size. It would seem 
that, for both contrasts positive, we are denied 
the reward of lower correlation for a larger 
sample. But this assumes that orthogonality is 

an unmitigated virtue where a little reflection 
will confirm that it is not. If both null hypo- 
theses about the main effects are, in fact, false 

then it is better to have high correlation be- 

tween SSA and SSB so that the chance of rejecting 
both null hypotheses is enhanced and thus there 
is a pay -off from the larger sample,just as there 



is in the other case, where one null is true and 
the other is not, so the payoff from the larger 
sample comes in the form of lower correlation 
between the sums of squares of the main effects. 

Application to Larger Designs 

Since the determination of the number of 
levels for a categorical treatment is sometimes 
arbitrary, e.g., low, medium and high versus 
just low and high, we have studied to what ex- 
tent the choice of number of levels affects the 
correlation between sums of squares. To isolate 
this influence we studied a fixed sample size, 
n.. = 36, for fixed amounts of imbalance in the 
ECART design for three different assumptions 
about the number of levels per treatment: the 
2 x 2, the 2 x 3 and the 3 x 3 designs. 
As is shown in the figure below, the level of 
correlation decreases as the size of design 
increases, other things being equal, given the 
null hypotheses true. 

Corr(SSA,SSB) 

.60 

.45 

.30 

.15 

.25 .50 .75 

This indicates that the larger versions of the 
ECART design are more orthogonal than the smaller 
versions with the same nominal level of im- 

balance. This is probably due to the presence 
in the larger designs of some cells with fre- 

quency of "n" which are unaffected by the 
parameter k . 

Correlation Between F Ratios 

When simultaneous F tests are done on the 

same data set in a fixed analysis of-variance 
model, the F ratios are dependent because they 
have the same denominator, the error mean square. 

For a balanced design, the numerator sums of 
squares are independent, so all the dependence 
in the F ratios is caused by their common 
denominator. Hurlburt and Spiegel (1976) 

evaluated the conditional probability that both 

F ratios are significant given that one F 

ratio is significant under the assumption of 
independent numerator sums of squares. For 

unbalanced designs, the F ratios are also 
correlated through their numerators in many cases 
and our results so far enable us to measure this 
correlation since it depends, in part, on the 

covariance between sums of squares. This was 

done, under the assumption of true null hypo- 

theses, for pairs of F ratios with independent 
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numerators and for pairs with dependent numera- 
tors. These correlations will be used to approxi- 
mate the joint probability that one or other or 
both F ratios are significant, i.e., that at 
least one Type I error is committed in the 

simultaneous tests. 

Since the F statistic is a ratio of 
independent x2 statistics divided by their de- 
grees of freedom, let x be distributed as a x2 

with "a" degrees of freedom, let y be distri- 
buted as a x2 with "b" degrees of freedom and 
let z be distributed as a x2 with "c" de- 
grees of freedom. We will use z as the 
denominator x2 distribution in defining a pair 
of F ratios, so that x and y will both be 

assumed independent of z but not independent of 
each other. Then, by definition, the general 
expression for the covariance between two F 

ratios is 

Cov(Fx,Fy) = Coy 
z' c 

x /ab 
E L(z/c)2 E E 

E(xy)E(z-2) E(x)E(y)E2(z-1) 
] 

but we can obtain 

E(xy) = Cov(x,y) E(x)E(y) 

and we know that the expected values of these 
random variables are just equal to their degrees 
of freedom if their distributions are centrally 
x2 This will always be the case for the 
denominator variable z in our F statistic; 
we will be concerned with the joint probability 
of Type I errors made when the null hypotheses 
are true, so the numerator random variables will 
also have central x2 distributions. 

Expected values of powers of these random 
variables can be obtained using the expectation 
of the gamma distribution. In this way, it can 

be shown that 

2 1 
E(z ) (c -2) (c -4) 

for c > 4 , and also that 

E(z -1) = 

for c > 2 by the same approach. 

Given all of this we have been able to show 
that 

Corr(F ,F ) - (c- 2)Cov(x,y) + 2ab 

x y 2 ab(a +c- 2)(b +c -2) 

for c > 4 and a,b > -4 . The only operable 

restriction on this expression is that the number 

of degrees of freedom for the error sum of 
squares must be greater than 4 . 

In the application to a 2 x 2 design this 

expression becomes, in terms of the covariance 
between main effect sums of squares, for the F 

ratios used to test these main effects: 

Corr(F ,F ) - (4n- 6)Cov(SSA,SSB) + 2a4 

A B 2(4n -5)a4 



for a design with 4(n -1) degrees of freedom for 
error, such as the 2 x 2 ECART. When the 
Cov(SSA,SSB) for this size ECART design is sub- 
stituted into this formula, under the assumption 
that the null hypotheses are true, we obtain 

2 

Corr(FA,FB) 
= w2 + 

which approaches w2 assymptotically as sample 
size becomes large, the same value found earlier 
for Corr(SSA,SSB) for the 2 x 2 ECART design 
under the same assumption. 

For the generalized 2 x 2 design, the w2 

term is replaced by 

tr(ZARAR'AZ'AZBR . 

The argument of the trace is one that we have 
seen before in calculations for the correlation 
between sums of squares. 

Equivalent expressions for larger designs can 
be written as well. For a 2 x 3 size, the 

error sum of squares will have 6(n -1) degrees 
of freedom, again using n in our context as 

an average cell frequency, and the correlation 
becomes 

Corr(FA,FB) - (3n-4)tr(M) + 1 

3(6n-7)(n-1) 

where the argument M of the trace is the same 
as used above. If the same is done for the 
3 x 3 design, the formula is 

Corr(FA'FB) (9n18(nti(M) + 3 

The Overall Alpha Level for a Pair of F Tests 

If the null hypotheses are both true in a 

pair of F tests, then an alpha error is com- 
mitted whenever either one or other or both of 
the null hypotheses are rejected. We are in- 
terested in the joint probability that an alpha 
error will occur in some way, which will be the 

complement of the event that both decisions are 
correct, written for the main effects in a 
2 x 2 model as 

1 - Pr(accept = and accept = 0) . 

This probability is described by a central 
bivariate F distribution for which we have 
been unable. to find á closed form in the liter- 
ature in the general class when the numerator 
mean squares are correlated. Hurlburt and 
Spiegel (1976) evaluated the integral of the 
bivariate F distribution when the mean squares 
are independent but extending their results is 
not straightforward. We have worked with an 
approximation to probabilities from the bivari- 
ate F distribution suggested by Johnson and 
Kotz (1972, p.242). The results of these cal- 
culations, using as input the correlations be- 
tween pairs of F ratios for tests on the main 
effects found earlier in this study, indicate 
that the overall alpha level reacts strongly 
to imbalance in the design on the order of 
w = .5 or higher by our measure of imbalance. 
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We.are now attempting to evaluate the 
bivariate F distribution directly for cases 
of correlated numerator mean squares in order 
to obtain precise measures of the overall alpha 
level. If the series expression for this dis- 
tribution converges rapidly then accurate 
values for this probability should be possible. 

The foregoing is a part of a much more 
detailed study found in Jordan (1976). 
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SUCCESS OR FAILURE: THE PREVENTION OF UNWANTED PREGNANCIES 

Gloria Kapantais and Evelyn Mathis 
National Center for Health Statistics 

Population control is not an idea new to the 
twentieth century. Although natural calamities 
historically have acted as checks on the world's 
population, nevertheless, people have sought 
artificial ways to limit their reproduction since 
primitive times. In fact, birth control in some 
form has been attempted for at least several 
thousand years.(I) 

Despite its historical background, the birth 
control movement was slow in gaining momentum in 
the United States. While several individuals 
crusaded for population control in the early 
1900's, there was little government interest in 
the field of family planning until the mid-1960's, 
since both Federal and State governments feared 
their involvement in such programs would 

antagonize religious and political groups. While 
the Kennedy Administration did sponsor research 
on human reproduction and contraception, it was 

not until the Johnson Administration that there 
was full support for family planning, including 

the allotment of Federal funds for the first 

national scope family planning programs. This 
dramatic change in the government's support of 
family planning programs is illustrated by 
President Nixon's message to the Congress on 
Population, July 18, 1969, in which he stated 
that: 

"It is my view that no American woman should 
be denied access to family planning assistance 
because of her economic condition; I believe, 
therefore, that we should establish as a 

national goal the provision of adequate 
family planning services within the next 
five years to all those who want them but 
cannot afford them. This we have the 
capacity to do." 

During the last decade, therefore, public 
opinion in the United States has grown to 
recognize that family planning is vital to the 
individual and national health and well- being. 

The primary concern of the family planning 
movement as it has evolved has been to stress the 

welfare of the family and the advantages of well - 

spaced and limited numbers of children. The 

movement is above all familistic, stressing the 

rights of parents --and of women, especially --to 
have the number of children they want. 

While the emphasis on voluntary family plan- 

ning as a health measure of considerable 
significance for both the individual family and 
the community is readily accepted, the interest 

of public welfare departments has also focused 
attention on the added dimension of family plan- 
ning as a social measure, since the availability 
of family planning services is a crucial part of 

community efforts to reduce poverty and 

dependency. 

An unwanted first birth is often a 
precipitatingfactor in becoming a welfare 
recipient, especially for young unmarried women. 

In addition, unwanted births can also perpetuate 

welfare dependency and mitigate the effectiveness 
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of other social service programs designed to 
reduce or el giinate the need for public 
assistance.í 

Problems stemming from improper child -spacing, 
lack of prenatal and postnatal care and misuse of 
contraceptives are all areas of concern to health 
care professionals, in addition to the he and 
social consequences of unwanted children. 

What then, has been the Federal government's 
role in promoting family planning services? In 
December 1970, Congress enacted the Family Plan- 
ningServices and Population Research Act which 
legislated specific authority to assist in making 
comprehensive voluntary family planning services 
readily available to all persons desiring such 
services. 

To help accomplish these goals, either new 
Federal programs were created or those already in 
existence extended their commitment to the field 
of family planning --among them at that time were 
the Children's Bureau; the Office of Economic 
Opportunity; Maternal and Child Health Services; 
and the Social and Rehabilitation Service. The 
National Center for Family Planning Services, 
established in October 1969, was the first 
Federal agency devoted exclusively to supporting 
family planning services. During its existence, 
the Center provided leadership in the extension 
of family planning services through special 
service project grants and other supporting 
programs. 

Since these early beginnings of the Federal 
government's direct involvement in making family 
planning services available for all citizens, 
many changes have taken place, some of them, 

organizational and program changes. 
This rapid expansion of family planning 

programs brought to the forefront the need for, 
and lack of, accurate and current information on 

the nature and extent of family planning services 
provided by public and private programs and the 
extent to which the total need for subsidized 
services was being met. 

It was in such an atmosphere that the National 
Family Planning Services Data Collection System 
was developed as an answer to the legislative 

requirements and responsibilities imposed by the 
newly created Federal programs in this area. 

Primary responsibility for the methodological 
development and actual implementation of the 
data collection was assigned to the National 
Center for Health Statistics (NCHS), part of the 
Department of Health, Education, and Welfare. 

This paper is based primarily upon data from 

two of the survey mechanisms developed under this 

system: the National Reporting System for Family 

Planning Services and the National Inventory of 

Family Planning Service Sites. The National 

Reporting System collects data on the numbers and 

characteristics of patients, number and types 

of visits made to clinics, and the number and 

types of services provided. In addition, the 

system also collects data about clinics and 



projects through which the patients are served. 
The projects that participate in the National 
Reporting System include both Federally- funded 
and non -Federally funded family planning projects. 
However, the majority of the clinics are funded by 
Titles V & X. The National Inventory provides 
location and characteristics data on all family 
planning clinics in the U.S., regardless of their 
funding. It is estimated that between 80 and 90 
percent of the facilities in the National Report- 
ing System are also in the National Inventory. 

Prior to examining the data from these two 
survey mechanisms, background information will be 
given on recent trends in the total fertility 
rate and age specific birth rates for the 
United States. These show that the total 
fertility rate, which provides the implications 
of current levels of fertility for completed 
family size, has declined from a postwar peak of 
3,724 births per 1,000 women in 1957 to the 

record low level of 1,895 in 1973. Age specific 
birth rates have declined with little interruption 
since 1957 among women in almost every age group. 
However, since 1957, the decline in the birth rate 
and in the fertility rate has been a gradual one. 
Table 1 contains preliminary data from 1975 that 
indicate that the birth rate was 14.8 and the 
fertility rate 66.7. Not much change has 
occurred in the birth rate between 1975, 1974, 

and 1973, and only a change of 5% occurred from 
1972's birth rate of 15.6. In addition, there 
was only a 9% change in the fertility rate between 
1972 and 1975. The fertility rate per 1,000 women 
aged 15 -44 years dropped from 86.5 in 1969 to 66.7 
in 1975, a decrease of close to 25 %.(4),(5) 

In spite of this constant decline in the birth 
and fertility rates, there still existed a sub- 
stantial need for subsidized family planning 
services, such as those provided by the Federal 
government. This was due to the fact that. as 
late as 1974, it was estimated that of the 3.4 

million women served by organized family planning 
programs, 1.8 million were in families with 
income below the poverty level; 2.2 million 
were in families at or below 125 percent of the 
poverty level, and 2.5 million were in families 
at or below 150 percent of the poverty level.(6) 

According to data from the 1974 Inventory of 
Family Planning Service Sites, most of the 
organized family planning services being provided 
in this country are from public funds, withthe 
Department of Health, Education, and Welfare 
providing the bulk of them. Table 2 shows that 
sixty -nine percent of the clinics in the country 
received some funding from the Department of 
Health, Education, and Welfare. State and county 
governments also were contributors to a substantial 
number of clinics. It is believed that the data 
from the 1975 Inventory will indicate similar 
findings. 

As Table 3 indicates, the number of clinics 
providing family planning services increased by 
18.2% from 1973 to 1974, and by only 2.2% from 
1974 to 1975. However, the number of patients 
served by these clinics increased by 22.0% from 
1973 to 1974, and by 24.5% from 1974 to 1975. 
Forty -three point seven percent of these total 
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patients in 1975 were new patients. These figures 
indicate that organized family planning programs 
have grown during a period of overall U.S. 
fertility decline. 

However, most of the fertility decline has 
been attributed to a reduction in unwanted and 
mistimed births, which has resulted from the more 
consistent use of contraception and a greater use 
of the most effective contraceptive methods. Of 
the 4,500 medical clinics that responded to the 
1974 National Inventory of Family Planning Service 
Sites, Table 4 indicates that 99.6% of them 
employed oral contraceptives; 94.2% employed the 
intrauterine device and another 90% employed 
foam. (Obviously most clinics employ several 
different methods). 

Data from the National Reporting System 
indicates that a majority of the female patients 
in family planning clinics employ one of the more 
effective methods of contraception --the pill or 
the IUD. For each year between 1969 and 1975, 
Table 5 shows that a minimum of 79.3% of the 
female patients used either the pill or the IUD- - 
usually considered two of the most effective 
methods --with an average use of 83.5% for these 
two methods over these years. For all four of 
the methods listed in Table 5 (the pill, IUD, 

diaphragm and foam), the average use over this 
same time span was 90.7 %. These figures tend to 
indicate that patients being served by organized 
family planning programs select and use the more 
efficient contraceptive methods. 

The data in Table 6 also support this assump- 
tion, for, as this table indicates, 571,527 new 
patients (41.1 %) used no method before enrolling 
in the clinic, while only 92,505 patients (6.7 %) 
used no method after enrolling in the clinic (as 
reported at their last visit). 

Before enrolling in the clinic 562,905 new 
patients (40.5 %) used the pill, while as of their 
last visit 933,534 new patients (71.4 %) used the 
pill. This increase from 562,905 to 993,534 
represented an increase of more than 76% use of 
the pill. (7) 

The number of patients being served in family 
planning clinics has continued to grow, the 

numbers being limited (in the opinion of the 
authors) only by the availability of services. 
Table 7 indicates that from the first year for 
which estimates are available (1969), the number 
of patients enrolled in family planning clinics 
has grown from less than 80,000 to more than 3.2 

million women at the end of calendar year 1975. 
More than half, or 56.3 %, of these women were not 
newly enrolled but had been in the program prior 
to 1975. In fact, the yearly increases in the 
proportion of continuation patients are all 
significant increases at the 95% level. 

In addition to these data from the National 
Reporting System and the National Inventory, 

findings from other sources also support this 
premise that family planning programs in the 

United States are having a substantial impact in 
preventing births that are unwanted or mistimed. 

Data from the 1970 National Fertility Study(8) 

were used by Cutright and Jaffee in a study to 
determine the effects of family planning programs 
on the fertility of low- income U.S. women. The 

authors concluded that the U.S. family planning 



program has -- independent of other sociodemographic 
factors -- reduced the fertility of low- income women 
by helping them to prevent unwanted and mistimed 
births. According to the authors, the program 
works because it gives women of lower socio- 
economic status access to modern and effective 
methods of contraception that they would not 
otherwise have. As a result, the rates of un- 
wanted and mistimed pregnancy of patients are 
lower than those of comparable women who lack 
access to organized clinic programs.(9) 

Charles F. Westoff, codirector of the 1970 
National Fertility Study has stated that the 
results of this study indicate that the sharp 
marital fertility decline in the United States 
in the 1960's is entirely attributable to a 
reduction in unplanned births. This was 
accomplished by more consistent use of contra- 
ception, greater use of the most effective 
contraceptive methods and improved efficacy in 
their use. (10) 

The National Survey of Family Growth, which 
provides data on fertility, fertility planning, 
and related aspects of maternal and child health, 
is a relatively new survey of the National Center 
for Health Statistics. Table 8, which presents 
1973 data from the first cycle of this continuing 
survey, also demonstrates the impact of family 
planning programs in the U.S. By 1973, almost 
7 in 10 married couples of reproductive age were 
using some type of contraception. According to 
Mr. Westoff, who has analyzed these data in 
conjunction with those from the National Fertility 
Studies, "It seems highly probable that by the 
end of the 1970's, almost all married couples at 
risk of unintended pregnancy in the United States 
will be using contraception, and almost all 
contraceptors will be protected by the most 
effective medical methods. We are rapidly 
approaching universal, highly effective 
contraception practice." (11) 

Another source of data is the National 
Natality surveys conducted by the National Center 
for Health Statistics, which include a probability 
sample of women who have given birth during the 
year. According to these survey data, the 
proportion of births that were unwanted has 
declined substantially after 1968, when 13 per- 
cent of them were unwanted. By 1972, the percent 
of unwanted births had dropped to 8 percent. The 
decline in unwantedness was more pronounced among 
black wives than white wives so that, by 1972, 

only about one -fifth more black than white births 
were classified as unwanted. (12) 

These data from selected studies on the 
availability and utilization of family planning 
services illustrate the growing acceptance in 
recent years of the idea that effective family 
planning practices offer undeniable health and 
welfare benefits to all individuals, and 
especially to low- income families. The 
provision of family planning services, 
especially to those who cannot afford private 
care, has been shown to be one of the most cost - 
effective preventive health care programs.(2) More 

important than economic considerations, however, 
are the medical and social benefits to be 

derived from successful fertility management. 
By providing family planning services which 
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enable individuals to freely determine the number 
and spacing of their children, the quality of life 
for all individuals, but particularly the 
economically disadvantaged, will be improved. 
And this, despite all the various stated and un- 
stated objectives, has been the ultimate goal of 
the family planning services program in this 
country --to raise the quality of life for all 
persons. 

Thus, from a time just twenty years ago when 
it was common to provoke acrimonious debate over 
the socioeconomic as well as the moral issues 
involved in family planning, the concept today is 
almost universally accepted, tacitly or officially, 
as a sensible approach to improving the quality 
of life for all. 

Tables are available upon request from the 
author. 
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EVALUATING SSA'S CURRENT PROCEDURES 
FOR ESTIMATING UNTAXED WAGES 

Bertram Kestenbaum, Social Security Administration* 

This paper presents an evaluation of the bias and 
precision in current methodology at the Social 
Security Administration (SSA) for estimating 
annual wages from truncated quarterly wage series. 
We find that SSA's methodology underestimates 
total wages when the truncation quarter is other 
than the first quarter and overestimates total 
wages for first quarter truncation, but that the 
net bias is small. We describe and summarize the 
error associated with individual estimates made 
with the current and competing methodologies. 
We suggest that a small modification of 

SSA's methodology should slightly improve 

performance. 

NEED FOR ESTIMATES 

Employers are required to report to the Social 
Security Administration wages and salaries paid 
to their employees which are subject to FICA 
taxes. When earnings exceed the maximum taxable 
by law, the employer truncates the earnings 
amount at that point. In 1972, there were almost 
18.5 million wage reports truncated at the tax- 
able ceiling of $9,000. 

There are both program- related and non -program 
needs which require that these untaxed wages be 
estimated. Historically, the need was first felt 
when the Social Security Administration required 
a determination of the percentage of total wages 
that were taxed. Other program uses are the 
estimation of tax revenues that would accrue for 
different taxable maxima; and the modeling of 
lifetime earnings streams to test suggested re- 
visions of the social security benefit formula[1]. 

In addition, the need to extrapolate for untaxed 
wages arises in various non -program research 
efforts using the Social Security Administration's 
files of statistical samples. Two examples are 
Gallaway's enquiry into the pecuniary returns to 

geographic migration [2], and McCall's applica- 

tion of Markovian stayer -mover models to income 

dynamics [3]. 

THE DATA BASE 

The 1973 Exact Match project linked together sur- 

vey data from the March 1973 Current Population 
Survey and its supplement on work experience and 
income of the population during the prior year 

with administrative records of the Social Security 

Administration and the Internal Revenue Service 

[4]. One general thrust of this endeavor was 

towards improvement of the quality of each 

agency's statistical output in the area of income 

distribution. A specific objective under this 
heading was the enabling of an evaluation of SSA's 

current extrapolative method to estimate untaxed 

wages. 

Though the 1973 Exact Match was effected with the 

Social Security Administration's computerized 
Summary Earnings Record file, the level of sum- 

marization in that file rendered it unsuitable 
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for anything more than the identification of 
potential cases with truncated earnings. We 
could determine which persons had wages reaching 
$9,000 but could not distinguish those who 
earned this amount from a single employer. Nor 
did we have available the quarterly earnings 
amounts on which the estimates are based. 

Accordingly, for a 1 -in -4 (approximately) sub - 
sample of candidates for our evaluation study- - 
3,155 of them in all --a manual search of micro- 
filmed records was undertaken. We determined 
that 259 persons had no truncation, having 
achieved the taxable maximum only from combined 
earnings with 2 or more employers. Also, six 
farmwork records were dropped, given the special 
nature of annual -- rather than quarterly-- report- 
ing of farm employment, leaving a viable sample 
of 2,890 cases. 

A validation study involving comparable variables 
y and z differs from a comparison of y and z in 
that we consider one of the two, say y, to be 
"true" or a close approximation of the "truth "; 
then, it may be used as a yardstick against which 
the accuracy of z is measured. The three -way 
Exact Match presented two potential y's: the 
higher -quality IRS Form 1040 entry for wages, 
based on attached Forms W -2, and the lower -quality 
CPS response, often based on recall and on one 
household member's perception of another's 
income. While it was our original intention to 
accept the CPS report when there was no usable 
Form 1040 amount, rather than give up the case, 
preliminary tabulations indicating substantial 
CPS understatement made us change our minds as 
to the suitability of the CPS to assume a role 
as a yardstick. 

The joint filing of income tax returns, the com- 
mon practice among married persons, presented 
some special problems to our evaluation efforts. 
Consider the situation from the following per- 
spective. For a person with truncated wages who 
filed a nonjoint return, the Form 1040 wage entry 
is the sum of three amounts: 

1. the wage that had been truncated -- $9,000 
or more; 

2. wages from other covered employment, if 

any --which are known to us unless they, too, 

were truncated; and 
3. wages from noncovered employment, if any- - 

which we wish to assume are zero. An argu- 
ment can be made that the likelihood of 
secondary jobholding in noncovered employ- 
ment for someone with high earnings on his 
primary job is rather small. 

For a joint filer, however, the Form 1040 entry 
is the sum of five amounts: these same three, 

plus the spouse's covered wages, if any, plus 

the spouse's noncovered wages, if any. Now 
numerous difficulties present themselves: 



1. Did the March CPS find a spouse present 
(who did not file his /her own tax report)? 

2. Have we secured the spouse's social secu- 
rity number, to use in obtaining the 
spouse's covered wages from the Summary 
Earnings Record file? We considered this 
a problem unless the CPS stated that the 
spouse had not worked at all in the prior 
year or was a self -employed or unpaid 
worker. 

3. Does the Summary Earnings Record indicate 
that the spouse had both wages and self - 
employment, in which case the Summary 

Earnings Record figure is the combined 
amount? 

4. Does the spouse also have a truncated wage? 

5 Could the spouse perhaps have noncovered 
wages? We decided to be wary of noncovered 
wages if the spouse had no covered wages 
and the CPS classified the spouse in gov- 
ernment, farm, or household employment, or 
in industries dominated by nonprofit organ- 
izations. (These are the four areas of 
employment where social security coverage 
is not complete.) 

Table 1 details the erosion of the sample due to 
these various factors to an effective size of 
2,470 cases. 1/ 

Table 1. -- Number of Discarded Cases by Type 

Basic Sample 

Discarded Cases 

2,890 

420 

Truncation with Two Employers 16 
Form 1040 Wages Less than $9,000 36 
No Form 1040 Found 38 
Spouse Not Found 13 
No Usuable Social Security Number 
for Spouse 60 

Spouse Has Both Wages and Self - 
employment Reported to SSA 6 

Spouse May Have Truncated Wages 161 
Spouse May Have Noncovered Wages 90 

Remaining Sample 2,470 

Among the remaining cases there are, no doubt, 
a small fraction for which the assumptions 
necessary to equate the adjusted Form 1040 
amount with the true truncated wage do not hold. 
Corrections to individual records are not feas- 
ible, but, in specifying the bias in our proce- 
dures, we will make allowance for this inaccuracy 
in our yardstick. 

Now, what should be the products of our evalua- 
tion study? Certainly, to adjust the estimate 
of untaxed wages on the macro level, we need to 
specify the extent of bias in the SSA procedure. 
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Also, a distribution of forecast errors by size 
and sign for each of several types of earnings 
patterns would be helpful to users in judging 
what confidence to place in point or interval 
estimates of truncated wage amounts; such a 
distribution is appended to the paper (as table 
A). In the balance of the paper, however, we 
would like to summarize the magnitude, type, and 
structure of the forecast errors and compare 
SSA's present method with other models. 

METHOD II 

Up to this point, we have not described "Method 
II" 2/, the technique used most often at the 
Social Security Administration to forecast un- 
taxed wages. Its scheme is to determine the 
calendar quarter closest to the, truncation 
quarter with wages greater than the reported 
truncation quarter wages; then, substitute this 
amount for the truncation quarter and any sub- 
sequent quarters. To illustrate: if reported 
wages in the first three calendar quarters of 
1972 are $2,500, $3,500, and $3,000, respectively, 
Method II assigns $3,500 to the third and fourth 
calendar quarters. For reported wages of $3,200, 
$2,800, and $3,000, Method II passes over the 
second quarter's amount and substitutes $3,200 
for the last two quarters. 

When wages reported for the truncation quarter 
exceed all prior quarters' 3/--in effect, a con- 
tradiction of the Method II premise -- Method II 
uses these reported wages for the truncation 
quarter and any subsequent quarters. This is a 
biased procedure, because the true ceiling 
quarter wages are at least equal to, but probably 
somewhat greater than, the reported amount. 

A special case occurs when the first calendar 
quarter is the truncation quarter. Then, there is 

no series to extrapolate. Method II assumes, in 

such cases, that wages are at least four times the 
taxable maximum but does not attempt to make 
estimates on an individual basis. Instead, it 

computes an average for the group from the often - 
used procedure [5] of fitting a Pareto curve to 
the open end of the income distribution. The 
Pareto scheme expresses the "or more" cumulative 
frequency distribution as a simple two -parameter 
exponential function of the level of the variable 
and, hence, is completely determined by two points 
on the curve. To calculate the "or more" fre- 
quencies at two high dollar levels, Method II 
presumes that "or more" frequencies at four 
times and twice the maximum can be approximated 
by the frequency of first quarter truncation 
and the frequencies of first and second quarter 
truncation combined, respectively. 

The bias in Method II, that is, the average value 
of the forecast error y -z, where y is the "true" 

wage obtained from the Form 1040, and z is its 

Method II estimate, is given in table 2. Negative 
biases represent overestimates. 

The overall understatement of $203 is 3.5 percent 
of the average Form 1040 untaxed wage of $5,797. 
The Form 1040 average, however, is, itself, biased 
upward, as mentioned before, so that the actual 



Method II understatement bias, we conjecture, 
may be closer to 1 percent or 2 percent. 

Table 2. -- Method II Biases by Earnings Pattern 

Earnings Pattern Percent of 
Population 

Under- 
statement 

Bias 
(in dollars) 

Total 100.0 203 

First Quarter Truncation 2.5 -11,292 

Second Quarter Truncation: 
Ceiling Quarter Wages: 
Highest 2.6 3,072 
Not Highest 11.0 179 

Third Quarter Truncation: 

Ceiling Quarter Wages: 
Highest 2.8 1,730 

Not Highest 34.0 319 

Fourth Quarter Truncation: 
Ceiling Quarter Wages: 
Highest 2.6 978 

Not Highest 44.5 444 

Our very first reaction to the large overstate- 
ment for first quarter truncation was disapproval 
of the Pareto technique --and confusion, since we 
were aware of Gastwirth's short essay in the 
Review of Economics and Statistics criticizing 
the Pareto technique for producing estimates that 
were too low [6]. We, then, observed, however, 

that, for 21 of the 55 sample cases with first 
quarter truncation, the Form 1040 comparison 
amount was actually less than four times the 
taxable ceiling. The fault for the overstate- 
ment error lay, not with the Pareto method for 

estimating wages beyond four times the maximum, 
but, with the assumption that the employment 
relationship observed in the first quarter of 
the year continues throughout the year. 

Indeed, we believe there exist two major sources 
of error -- acting in opposite directions. One is 
the uncertainty of the worker's future employ- 
ment status. Perhaps, he will stop working dur- 
ing the year or change to another employer. This 
error is greater for longer periods of uncertain- 
ty. The other --which we will return to later- - 
is the failure to recognize the secular trend 
of rising wages over time. 

We would like to digress a moment to consider 
Gastwirth's results. Analyzing the distribution 
of adjusted gross income (AGI) published in the 
annual IRS Statistics of Income series, Gastwirth 
concluded that the Pareto estimate for the open - 
ended interval substantially underestimates the 
true average AGI. Carrying out the calculations 
for 1972 [7], fitting the Pareto curve at 
$15,000 and $25,000, we obtain an estimate of 
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average AGI in the $25,000- and -over interval 
of $36,633, which indeed falls 15 percent short 
of the actual average of $42,932. 

We believe, however, that the performance of the 
Pareto approximation may be better for cer- 
tain kinds of income than for others. 
For AGI, which includes interest, dividends, 
rents, and other unearned income, many high 
incomes may be very high incomes, so that the 
extrapolation of a Pareto curve fit at lower 
values could pass below the true locus for the 
group. Wage and salary income, on the other 
hand, is, for the most part, constrained to 
reasonable levels, so that the extrapolated 
Pareto curve may provide an adequate fit. In 
fact, tabulating our Exact Match file, we ob- 
tained $35,038, as the true average IRS wage for 
the $25,000- and -over group, and an estimate of 
$34,292 --only 2 percent lower --from a Pareto fit 
at $15,000 and $25,000. 

Except for first quarter truncation, Method II 
makes wage estimates on an individual basis, and 
we can summarize the precision of these estimates, 
following Theil [8] and Mincer and Zarnowitz [9], 

with the root mean square error (RMSE) measure, 
i.e., the square root of the average value of 
(y -z)2. 4/ The root mean square error for Method 
II, as estimated from the sample, is $3,180; and 
RMSE's for various earnings patterns are given 
below in table 3. The RMSE is larger for third 
quarter truncation than for fourth quarter 
truncation and largest for second quarter trun- 
cation. The RMSE is about twice as large when 
the truncation quarter wages are highest than 
otherwise. 

Table 3. --Root Mean Square Errors for Earnings 
Patterns 

Ceiling 
Quarter 

Are Ceiling Quarter Wages Highest? 

Yes No 

Second 
Third 
Fourth 

$10,371 $5,316 
5,301 2,491 

3,094 1,341 

A very useful measure of the performance of 
Method II on the micro level is the proportion 
of wage amounts predicted within x percent of 
the true value. We obtain a proportion of 57 
at x = 5% and a proportion of 77 at x 10 %. 

ALTERNATIVE METHODS WHEN THE 
TRUNCATION QUARTER IS OTHER 
THAN THE FIRST CALENDAR QUARTER 

Method II is, of course, only one of several 

extrapolative methods that could be used to 

estimate untaxed wages. Each carries a different 
theoretical model for the stochastic nature of 
quarterly wage earnings: Is the extrapolation 
of levels or changes (trends) more appropriate? 



:How many terms should be included? Should these 
terms be weighted identically or differentially? 
The heterogeneity in the movement of persons' 
earnings over time makes it difficult to decide 
a priori which model is best, but we can compare 
the empirical results, as in the top half of 
table 4. 

The first line of results is not for an extrapol- 
ative model, but for a set of six regressions 
designed to obtain the best least -squares fit of 
the true untaxed wage as a linear function of the 
wage levels in quarters prior to the ceiling quar- 
ter. A separate regression was run to fit each 
of six earnings patterns, defined by the number 
of prior quarters (1, 2, or 3) and whether or 
not the ceiling quarter wages were highest. 

The resultant bias is, of course, zero, and the 
root mean square error is minimized; so, the 
performance of the various extrapolative methods 
may be judged relative to this first line. It 
should be noted, however, that while this regres- 
sion average has certain desirable properties, it 
does not do well with respect to the proportion 
of estimates correct to within 5 percent of the 
'true value. 

The second line of results is for Method II. Six 
other methods follow, some of which need to be 
elaborated on. For the "weighted average of prior 

Table 4.-- Empirical Results with Different Models 

levels" (line 6) , we wanted more recent levels 
to be weighted more heavily, but the precise 
weights we used --2/3 and 1/3 for two prior 
quarters; 2/3, 2/9, and 1/9 for three prior 

quarters -were arbitrarily chosen. "Extrapolating 
prior trend" means carrying forward the most recent 

(line 7) or the average (line 8) signed 
difference between the wages of one quarter and the 
preceding quarter. 

We would judge the extrapolation of highest prior 
quarter method (line 3) best, because of its 
smaller bias and the high proportion of wage 
estimates it predicts within 5 percent of the true 
wage. We think that it is best, not because its 

theory is most "correct," but because, by search- 

ing out the highest prior quarter wage, it some- 
what offsets the problem identified earlier, 
namely, the tendency towards understatement which 
is characteristic of extrapolations that ignore 
the rising trend of wages. 

It seems appropriate, therefore, to include an 
explicit trend component in our models, such as, 
for example, Milton Friedman did for his calcu- 
lation of "permanent income" [10]. For this, we, 
first, adjusted wages downward to eliminate the 
presumed trend; then, recalculated the extrapola- 
tive estimates; and, finally, brought the trend 
component back in. A comparison of the lower and 
upper halves of table 4 reveals that both Method 

Percent Correct Percent Correct Root Mean 

Description of Model Understatement within 5% of within 10% of Square Error 

Bias (in dollars) True Total Wage True Total Wage (in dollars) 

NO OVERALL TREND ASSUMED 

1. Regression 0 49.5 77.8 3,022 

2. "Method II" 493 56.6 76.6 3,180 

3. Extrapolating Maximum Prior 
Level 271 59.6 77.7 3,160 

4. Extrapolating Immediately 
Prior Level 507 55.5 75.8 3,179 

5. Extrapolating Simple Aver- 

age of Prior Levels 588 57.8 77.2 3,163 

6. Extrapolating Weighted Aver- 
age of Prior Levels* 578 56.2 76.5 3,163 

7. Extrapolating Immediate 
Prior Trend 264 39.5 61.4 3,656 

8. Extrapolating Average Prior 
Trend 246 44.4 65.0 3,639 

OVERALL TREND OF 1% ASSUMED 

2a. "Method II" 377 57.3 76.7 3,168 

3a. Extrapolating Maximum Prior 
Level 148 59.9 78.1 3,157 

5a.Extrapolating Simple Aver- 
age of Prior Levels 472 59.8 78.0 3,149 

OVERALL TREND OF 2% ASSUMED 

2b. "Method II" 281 57.0 76.8 3,167 

3b. Extrapolating Maximum Prior 
Level 22 58.6 77.6 3,162 

5b. Extrapolating Simple Aver- 
age of Prior Levels 354 61.0 78.2 3,143 

* More recent levels are weighted more heavily. 
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II and a simple average of prior quarters perform 
better with an assumed rising secular trend of 
1 percent or 2 percent per quarter. We would 
tentatively suggest that this type of modifica- 
tion be implemented. 

FOOTNOTES 

*The author would like to acknowledge his apprec- 
iation to Fritz Scheuren and Beth Kilss for their 
gracious guidance and assistance. Thanks are also 
extended to the typists, Kathy Wetzel and Joan 
Reynolds. 

1/ On top of the weights and initial raking adjust- 
ments (for survey undercoverage and failures 
to match to administrative records) already 
on the Exact Match file [11], we applied fur- 
ther minor adjustments to force the subsample 
to better reflect the known distribution of 

certain variables that are correlated with 
the performance of extrapolative technique in 
the population. Specifically, these 
adjustments were based on the assumptions 
that performance should depend on: (a) 

whether or not the recorded earnings amount 
for the truncation quarter is greater than 
in all preceding quarters; and (b) the 

range of, and (c) the number of quarters 
with prior earnings, since extrapolation 
error should be larger for series with 
greater variability and longer forecast spans. 

2/ Its predecessor, Method I, could operate, at 
the macro level only, to produce estimates 
of total untaxed wages and related informa- 

tion, derived from curve fitting and calculus 
techniques [12]. 

3/ Our situation is different from the usual 
forecasting context in this respect, i.e., 

in that we have partial information for the 
forecast period. 

4/ It must be noted that a small number of 
"outliers," i.e., large values for (y -z), 
can have a large effect on the magnitude 
of the RMSE measure. 
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APPENDIX 

TABLE A.-- PERCENTAGE DISTRIBUTION BY SIZE AND SIGN OP METHOD II FORECAST ERROR: DISTRIBUTION OF DIFFERENCE BETWEEN THE WAGE REPORTED TO IRS AND ITS METHOD II ESTIMATE, WHEN THE CEILING QUARTER IS OTHER THAN 
THE FIRST CALENDAR QUARTER 

EARNINGS PATTERN 
BY RANGE 0E11 OP 

PRIOR QUARTER WAGES 
TOTAL 

DOLLAR SIZE OP FORECAST ERROR 

ABSOLUTE OVERESTIMATES OP 51 DOLLARS OR MORE UNDERESTIMATES OP 51 DOLLARS OR MORE 

LESS 
THAN 
51 

51 
TO 
250 

251 
TO 

500 

501 

TO 
1,000 

1.001 
TO 

5,000 

5.001 
OR 
MORE 

TOTAL 
51 
TO 
250 

251 
TO 
500 

501 
TO 

1.000 

1,001 
TO 

5.000 

5,001 
OR 
MORE 

TOTAL 
51 
TO 
250 

251 
TO 
500 

501 
TO 

1.000 
TO 

5,000 

5.001 
OR 

MORE 

TOTAL 100.00 10.6C 19.79 19.69 18.85 25.13 5.93 31.00 7.53 6.99 5.33 9.03 2.12 58.39 12.26 12.70 13.52 16.10 3.81 

ONE PRIOR QUARTER. TOTAL 100.00 8.55 4.77 10.88 11.58 38.74 25.49 40.76 1.73 4.50 4.71 18.15 11.67 50.70 3.04 6.38 6.87 20.59 13.82 
CEILING QUARTER HIGHEST, TOTAL 100.00 3.38 3.64 14.88 4.86 40.70 32.53 38.57 1.48 8.55 1.93 19.98 6.63 58.04 2.16 6.33 2.93 20.72 25.90 
CEILING QUARTER NOT HIGHEST. TOTAL 100.00 9.77 5.04 9.92 13.19 38.26 23.82 41.28 1.79 3.53 5.38 17.71 12.87 48.95 3.25 6.39 7.81 20.55 10.95 

TWO PRIOR QUARTERS, TOTAL 100.00 9.09 13.65 18.24 20.70 33.96 4.37 34.85 5.73 6.52 7.25 14.04 1.31 56.07 7.92 11.72 13.45 19.92 3.06 
CEILING QUARTER HIGHEST. TOTAL 100.00 14.44 17.98 21.35 20.66 17.13 8.42 19.39 7.25 7.43 2.68 2.03 0.00 66.15 10.73 13.92 17.98 15.10 8.42 

LESS THAN 100 100.00 18.61 14.29 21.53 19.29 14.81 11.44 9.37 4.17 5.20 0.00 0.00 0.00 71.99 10.12 16.33 19.29 14.81 11.44 
100 TO 249 100.00 6.29 22.95 26.42 33.47 10.85 0.00 34.44 16.56 6.28 6.35 5.25 0.00 59.25 6.39 20.14 27.12 5.60 0.00 
250 TO 499 100.00 7.91 42.70 16.95 23.96 8.48 0.00 29.83 13.68 8.04 8.11 0.00 0.00 62.26 29.02 8.91 15.85 8.48 0.00 
500 TO 999 100.00 10.48 0.0C 27.92 21.95 31.00 8.65 8.79 0.00 8.79 0.00 0.00 0.00 80.73 0.00 19.13 21.95 31.00 8.65 
1.000 TO 1.999 100.00 27.36 0.00 27.73 0.00 23.52 21.39 27.73 0.00 27.73 0.00 0.00 0.00 44.91 0.00 0.00 0.00 23.52 21.39 
2.000 TO 4.999 100.00 25.45 C.00 0.00 0.00 48.09 26.46 18.52 0.00 0.00 C.00 18.52 0.00 56.03 0.00 0.00 0.00 29.57 26.46 

CEILING QUARTER NOT HIGHEST, TOTAL 100.00 8.65 13.29 17.98 20.69 35.35 4.04 36.12 5.60 6.45 7.62 15.03 1.42 55.23 7.69 11.53 13.07 20.32 2.62 
LESS THAN 100 100.00 15.95 13.37 19.47 19.18 29.09 2.95 16.07 2.75 4.38 2.26 6.68 0.00 67.99 10.62 15.09 16.92 22.41 2.95 
100 TO 249 100.00 9.76 15.40 21.04 25.48 27.11 1.21 29.27 5.75 4.50 9.12 9.40 C.50 60.97 9.65 16.54 16.36 17.71 0.71 
250 TO 499 100.00 3.77 16.17 23.07 22.19 31.41 3.39 39.53 5.91 11.38 9.12 11.95 1.17 56.70 10.26 11.69 13.07 19 .46 2.22 
500 TO 999 100.00 5.95 15.19 16.90 21.47 36.07 4.41 52.13 9.69 9.67 11.76 20.63 0.38 41.91 5.50 7.23 9.71 15.44 4.03 
1,000 TO 1.999 100.00 2.3C 5.11 9.36 16.50 63.24 3.49 54.40 5.11 2.23 11.64 33.21 2.21 43.30 0.00 7.13 4.86 30.03 1.28 
2,000 TO 4,999 100.00 9.56 4.47 4.76 13.68 48.41 19.12 42.93 2.41 0.00 0.00 26.18 14.34 47.51 2.06 4.76 13.68 22.23 4.78 

THREE PRIOR QUARTERS, TOTAL 100.00 12.37 28.93 23.36 19.50 14.31 1.51 25.18 10.62 8.06 4.01 2.49 0.00 62.43 18.31 15.30 15.49 11.82 1.51 
CEILING QUARTER HIGHEST, TOTAL 100.00 14.01 52.34 17.60 7.89 2.11 6.05 2.86 1.37 0.00 1.49 0.00 0.00 83.13 50.97 17.60 6.40 2.11 6.05 

LESS THAN 100 100.00 28.91 11.58 34.08 0.00 0.00 25.43 0.0C 0.00 0.00 0.00 0.00 0.00 71.09 11.58 34.08 C.00 0.00 25.43 
100 TO 249 100.00 26.32 65.41 8.28 0.00 0.00 0.00 6.9C 6.90 0.00 0.00 0.00 0.00 66.79 58.51 8.28 0.00 0.00 0.00 
250 TO 499 100.00 0.00 88.56 0.00 11.44 C.00 0.00 0.00 C.CC 0.00 0.00 0.00 0.00 100.00 88.56 0.00 11.44 0.00 0.00 
500 TO 999 100.00 13.04 12.71 27.88 32.01 14.35 0.00 0.00 0.00 10.14 0.00 0.00 76.81 12.71 27.88 21.87 14.35 0.00 
1,000 TO 1,999 100.00 0.00 74.65 25.35 0.0C 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0C 100.00 74.65 25.35 0.00 0.00 0.00 
2,000 TO 4.999. 100.00 0.00 69.42 30.58 0.00 0.00 0.00 0.00 0.00 C.00 0.00 0.00 0.00 100.00 69.42 30.58 C.00 0.00 C.00 

CEILING QUARTER NOT HIGHEST, TOTAL 100.00 12.28 27.56 23.70 20.19 15.03 1.25 26.50 11.17 8.54 4.16 2.63 0.00 61.23 16.39 15.16 16.03 12.4C 1.25 
LESS THAN 100 100.00 33.78 30.73 11.58 15.86 6.32 1.73 9.40 7.91 0.75 0.74 C.00 0.00 56.82 22.82 10.83 15.12 6.32 1.73 
100 TO 249 100.00 17.08 38.04 15.82 13.81 14.69 C.56 20.05 11.88 2.94 1.62 3.61 0.00 62.87 26.16 12.88 12.19 11.08 0.56 
250 TO 499 100.00 11.28 28.68 30.41 18.67 9.42 1.55 30.30 14.05 12.96 2.02 1.27 0.0C 58.43 14.63 17.45 16.65 8.15 1.55 
500 TO 999 100.00 5.29 22.90 30.98 24.74 15.01 1.08 30.69 10.35 13.12 5.24 1.98 C.00 64.02 12.55 17.86 19.50 13.03 1.08 
1.000 TO 1.999 100.00 4.34 21.86 21.48 26.08 25.35 0.87 27.98 8.53 6.10 8.79 4.56 0.00 67.66 13.33 15.38 17.29 20.79 0.87 
2.000 TO 4.999 100.00 7.90 19.57 11.36 22.22 36.66 2.29 39.64 11.37 3.83 13.99 10.45 0.00 52.46 8.20 7.53 8.23 26.21 2.29 
5400 OR MORE 100.00 0.00 0.00 0.00 0.00 100.00 C.00 0.00 0.00 0.00 0.0C 0.00 0.00- 100.00 0.00 C.00 0.00 100.00 0.0C 

Source: Derived from the 1973 CPS -IRS -SSA Exact Match Study conducted by the Census Bureau and Social Security 
Administration with the assistance of the Internal Revenue Service. 

1/ The difference between the largest and smallest wage amounts in quarters prior to the ceiling quarter. 



MEASURING THE WORLD MIDDLE CLASS 

Nathan Keyfitz, Harvard University 

Each discipline has its own way of 
looking at a social phenomenon and needs 
its own means of measurement. For econo- 
mics production is central, and Gross Na- 
tional Product, using market prices as 
weights, usually divided by population, 
measures the amount of development. Soci- 
ologists see development as people chan- 
ging their way of life, ceasing to be 
peasants and becoming farmers, or moving 
to the city and becoming middle class. 
When the people undergoing development 
themselves contemplate development, they 
see the object of their strivings as be- 
coming literate, moving to the city, get- 
ting a job in a factory or, best of all, 
in an office. If they are beyond the age 
where change of status is feasible, they 
have these ambitions for their children. 
The middle -class way of life at which 
they aim involves using more and differ- 
ent kinds of food, clothing, housing, 
transport and recreation, and so money 
income and expenditures are the means by 
which the individual attains and maintains 
the middle -class life. 

It is thus useful for some purposes 
to consider income, production, and ex- 
penditures as the means to development, 
and the modern way of life as the goal. 
That still leaves income as an indicator 
of development, but it is one among many. 
Broadening the statistical base, as this 
paper proposes, does not make empirical 
work immediately easier. Problems of 
finding data, of aggregating it, and of 
interpreting the resultant aggregation 
all abound. 

The subject is in the condition that 
national income was in before Kuznets, 
Stone, and others did the conceptual work 
required for measurement of GNP and before 
Keynes developed a theory of the economic 
cycle that made it important. Yet if con- 
cern with attaining the middle -class style 
of life, for countries as different in 
other respects as Brazil and the USSR, is 
the objective of those involved, then we 
should try to find out how many individu- 
als have attained it, and how many are 
attaining it each year. This despite dif- 
ficulties of definition and measurement. 

The GNP measures what passes through 
the market and makes only rough allowance 
for, or omits altogether, what is produced 
by the family for its own use. When pea- 
sants cease to make their own soap and 
buy it instead, a transition that has ta- 
ken place within this century in French 
Canada and many other parts of the world, 
then use of soap becomes economically vi- 
sible and can be entered into the national 
income accounts; when eating in restau- 
rants increases, the labor of meal prepa- 
ration acquires economic significance, 
which it does not have when meals are pre- 
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pared at home. The GNP notes the raising 
of children as performed by professionals 
in day -care centers, but not when done at 
home. Despite heroic efforts to include 
all activities that may be called produc- 
tive, the national accounts have a diffi- 
cult time with those that do not pass 
through the market. The work of women in 
child care and housekeeping must consti- 
tute a quarter of total labor in most 
countries; its more exact valuation would 
depend on the birth rate and on the qual- 
ity that could be imputed to such labor. 
But its concentration on the expanding 
area of exchange, which after all is an 
important facet of development, should be 
seen as the strength rather than the weak- 
ness of the national accounts. 

A theory of employment that supposes 
distribution will take care of itself 
makes its measurement a subordinate ob- 
jective of the national accounts. But 
distribution may well be central for de- 
velopment. If an average income of $4000 
per year is the resultant of 1 /100 of the 
population living at $380,000 per year and 
the other 99/100 living at $200 per year, 
the prognosis for development is very dif- 
ferent from everyone having $4000. As 
evaluated by individuals in poor countries, 
some differentiations are more important 
than others --the jump from $100 to $10,000 
can be incomparably more important than 
that from $10,000 to $100,000. This sense 
of a diminishing marginal utility of in- 
come is interpretable in terms of dimini- 
shing changes in way of life with succes- 
sive increments of income. Not only does 
income as perceived by those concerned 
and their peers apparently have a break at 
the point where poverty shades into middle 
class life, when the individual most 
clearly changes his way of living, but the 
demand for energy may well have a discon- 
tinuity here also. 

There is no society in which the in- 
dividual is the economic unit (the need to 
raise children prevents this if nothing 
else does). People everywhere live in 
families, pool their incomes, and make no 
record of exchanges of money or of work 
within the family. Hence individual in- 
come is not a measurable concept. The 
distribution of income among the members 
of particular families being impossible to 
ascertain, the distribution of income 
among the individual inhabitants of a 
country can have little meaning. It is 
family incomes and their distribution that 
count. 

But families are of different sizes. 
How do we interpret distribution when a 
family can have one or ten members - -may 
consist of a widow, or a couple, or a fa- 
ther and mother and eight children? Simon 
Kúznets has investigated this and has 



developed methods for coping with it, al- 
ways making use of money incomes. 

Alternatively we will seek the point 
where poor shades into middle class, and 
describe the distribution in terms of this 
one cut. A man may be the sole earner in 
a family, but the whole family is poor or 
else the whole family is middle class. 
The Social Security Administration makes 
such a cut at the upper edge of poverty, 
and it classifies individual families ac- 
cording to where they stand in many dif- 
ferent cross classifications. These in- 
clude family size, age and sex of family 
head, farm -nonfarm residence, and income. 
Physical criteria are kept in view; it was 
judged, for instance, that in the base 
year 1970 á minimum income of $3743 was 
needed in urban areas to meet the nutri- 
tional and other needs of a family of four. 

Matters would be much easier for the 
statistician trying to mark the upper 
bound of the poverty group if agreement 
could be reached on what constitutes mini- 
mum housing, minimum clothing, minimum 
nourishment. Not only have experts in the 
several fields little to say about such 
minima, but the expenditures of the poor 
themselves imply that their priorities 
are very different from those of any ex- 
perts who would be hardy enough to pre- 
scribe for them: they may sacrifice nou- 
rishing food in favor of tickets to a 
baseball game; they may trade the family 
car for a newer model when what they 
"need" is medical services. 

Yet when all that is said, a degree 
of uniformity appears in the purchases 
made at a given income. The couple that 
begins in middle -class life, or that 
climbs out of poverty, in any part of the 
world acquires as soon as possible a stan- 
dard package of equipment that includes a 
dwelling with electricity and central 
heating or air conditioning; a refrigera- 
tor; a television set; an automobile. 
Until this basic equipment is in its pos- 
session the couple borrows up to the lim- 
its of its capacity, and only when it has 
obtained these artifacts does it think 
about saving. 

In short, we need to recognize two 
components of growth. One is higher in- 
come in situ -- peasants doing better but 
remaining peasants, laborers receiving 
higher wages but remaining laborers, rich 
people increasing their incomes. The 
other is transition across the poverty 
line, people going from poor to middle 
class. 

For the United States we know from 
official sources (U.S. Statistical Ab- 
stract 1975, p. 400) that the fraction of 
households below the poverty line was 
18.4 per cent in 1959 and 10.7 in 1969. 
That the mean income of all families rose 
by 75 per cent in current dollars, or 39 
per cent in real dollars, during the same 
Len years needs to be supplemented by the 
"act that the fraction poor fell by 40 
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per cent. 
Another measure of welfare is the 

proportion of income spent on food. Ac- 
cording to successive family budget sur- 
veys in the United States (Monthly Labor 
Review, July 1974, 97: 8) this has gone 
down from 35.4 in 1935 -39 to 29.6 in 1952 
to 22.4 in 1963. The non -food expendi- 
ture for each unit of food has correspond- 
ingly risen from 1.82 to 2.38 to 3.46 in 
the same three surveys. 

Corresponding to this on the produc- 
tion side is the number of non -farm work- 
ers for each farm worker. That ratio has 
gone from 51,760,000/7,160,000 = 7.2 in 
the United States in 1950 to 80,377,000/ 
3,171,000 = 25.3 in April of 1975 (Stat- 
istical Abstract 1975, p. 343). In a 
present day poor country it may be as low 
as 0.5. The number of minutes of factory 
work required to buy a one -pound loaf of 
bread is a related indicator. 

A conspicuous change in style of life 
occurs with the acquisition of an automo- 
bile. In the very first years of develop- 
ment, before any automobiles are scrapped, 
production figures indicate the number of 
individuals making that change; after a 
few years we want users of automobiles 
and not buyers. We could take sales less 
automobiles scrapped, except that scrap- 
ping is difficult to measure. We could 
take first purchases by families that do 
not have a car, but this again is not easy 
to ascertain. Most available is private 
automobile registrations, although one 
would like to avoid counting families 
twice if they have two cars. Unfortunate- 
ly, the number of families with any cars 
registered is not widely available in 
national statistics. 

Yet if geographical movement is what 
the automobile is good for, we must take 
into account that alternatives exist. A 
middle -class family in Europe is less 
likely to have a car than one of the same 
status in the United States, more likely 
to travel by streetcar, bus, and train. 
Intertemporal comparisons, say between 
the United States in 1920 and today, in- 
volve the same difficulty as international 
comparisons. We cannot stop with automo- 
biles in use. 

One supplement is homes served with 
electricity. Where this cannot be obtain- 
ed, a proxy is the amount of electricity 
in use, if possible subtracting electri- 
city that goes into industry. Running 
water and indoor flush toilets constitute 
measures of the middle class, with charac- 
teristic distortions. So also do televi- 
sion sets and school attendance. 

Physical appurtenances and activities 
are not only indexes of a way of life, but 
they are themselves active agents in the 
change of mentality that is a part of de- 
velopment. Watching television affects a 
family's view of the world. Schooling 
that brings effective literacy is an indi- 
cator of the wish to be socially mobile, 



TABLE 1 Per cent of family expenditure 
on three groups of items, United 
States, 1935 -39 to 1963 

1935 -39 1952 1963 

Food 35.4 29.6 22.4 
Transport 8.2 11.3 13.9 
Health and 
recreation 11.7 17.4 19.5 

Source: Monthly Labor Review, 97, 7: 8 

and in addition the practice of reading 
generates habits of thought and behavior 
that conduce to mobility. Thus the num- 
ber of persons who have completed some 
level of schooling, say 10 years, might 
correspond to the number above the pover- 
ty line. 

Access to medical services is requi- 
red to support the middle -class attitude 
towards sickness and death. We have data 
on physicians country by country that 
might serve as an indicator of the number 
of families that enjoy medical services. 
Unfortunately we have no guide to the qua- 
lity of services provided, nor to the dis- 
tribution of services among families. On 
the one hand the services might be dis- 
persed among the entire population, so 
that all get some but no one gets enough. 
More commonly they are available only to 
people in cities, and especially to those 
who are well above the poverty line. 

Medical services provide an example 
of the difficulty of comparing money in- 
comes. In the Soviet Union a doctor is 
said to be paid something on the order of 
$135 per month, and the citizen gets medi- 
cal services without paying for the doc- 
tor's time even at this rate. In the Uni- 
ted States a physician who failed to earn 
20 times as much as his opposite number 
in the Soviet Union would be badly off, 
and the patient pays for the doctor's 
time out of his own pocket. To compare 
medical services in the two countries by 
their cost seems less satisfactory than 
using numbers of physicians, and that is 
not very good either. 

The several middle -class facilities 
do not come simultaneously but in a se- 
quence; most families on the rise will ac- 
quire electricity, then perhaps piped wa- 
ter, then a television set, then an auto- 
mobile, then a telephone, then write and 
receive mail at the middle -class average 
of something like one letter per person 
per day. The concept of a standard pack- 
age is not to be taken so literally as to 
preclude the items being purchased in a 
sequence. We should be able to use the 
numbers of the several facilities to see 
roughly the order in which the appurte- 
nances of middle -class status are acqui- 
red. Pending more appropriate data, I 

have converted total consumption into 
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persons by multiplying by the United 
States ratio of consumption per person. 
For Mexico about the year 1970, we have 
the following twelve indicators (U.S. Sta- 
tistical Abstract 1975, pp. 840 -860): 

Estimated 
number of 
persons 
(millions) 

Homes with electric lighting 
at 4 persons per home 

Middle, secondary, or high 
school (at the rate of the 
new generation) 
Homes with piped water, 
at 4 persons per home 

Meat consumption at U.S. 
standard of 75 kg per 
person per year 
People provided with hospital 
beds, at U.S. standard of 
135 people per bed 

Television sets at U.S. standard 
of 1.9 persons per set 
Steel consumption at U.S. 
standard of 0.7 metric tons 
per person per year 

Total energy consumption at U.S. 
standard of 12 tons coal equi- 
valent per person per year 
Consumption of electricity at 
U.S. standard of 9300 kwh per 
person per year 

Automobiles at U.S. standard 
of 2.1 persons per automobile 

Telephones at U.S. standard of 
1.5 persons per telephone 

Domestic mail sent at U.S. 
standard of 400 pieces per 
person per year 

19 

15 

13 

13 

9 

8 

7 

6 

4 

4 

3 

3 

This display makes no pretence of 
providing definitive figures, but is ra- 
ther an occasion for comment on the mean- 
ing of the 12 crude indicators shown. 
Automobiles and telephones may be the 
least unsatisfactory, though if there is a 
difference between the United States and 
Mexico in the proportion for business use, 
or the proportion of families having two 
or more, etc., that would make even these 
figures wrong. Electric lighting and 
piped water in the home and meat consump- 
tion do not by themselves qualify for mid- 
dle -class status on an intuitive defini- 
tion; some poor do have access to hospi- 
tals, perhaps in Mexico more than in other 
countries. Steel, total energy consump- 
tion and electricity are too high insofar 
as a larger proportion of these goes into 
investment and other collective, non -per- 
sonal uses in Mexico than in the United 
States. (Investment will produce middle - 
class people in due course, but it does 
not directly measure their presence.) 
School attendance tells something about 
the status of the younger generation; the 
way the above number was calculated, 



middle-class status was also imputed to 
parents and grandparents of the pupils. 
Mail gives too low a number, because few 
other countries are as thoroughly satura- 
ted with commercial mail as the United 
States. 

But the main difficulty of the table 
is its attempt to make a dichotomy - -poor 
versus middle class - -out of what is in 
most instances a substantially continuous 
distribution. Some poor people do receive 
mail, do have television sets, do use auto- 
mobiles; on the other hand, some rich may 
not have these things or, more commonly, 
have more than one. The right way to pro- 
ceed is to classify individuals according 
to combinations of items. One would take 
a sample survey covering the matters of 
the above table and others, and then try 
to see to what extent they are scalable, 
which is to say, come everywhere in the 
same sequence; and whatever the degree of 
scalability, one would try to find the 
point that would effectively discriminate 
the two groups into which the population 
could most meaningfully be divided. 

The same criterion applies to this 
display as to early work on the national 
accounts --the test of success will be its 
arousing enough criticism, and enough ef- 
forts at improvement, to produce better 
figures. 
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Having defined the middle -class style 
of life in physical terms and then estima- 
ted its number, one would seek data to 
draw its energy and other implications. 
If the person drives 8000 miles per year 
he consumes about 400 gallons of gasoline, 
extracted from 20 barrels of oil. If he 
has a 1500 -watt airconditioning unit and 
uses it 2000 hours during the year, a mod- 
est amount of cooling, then he draws 3000 
kwh of electricity. His electric lighting 
may draw 200 watts for an average of three 
hours per day, or a little over 200 kwh. 
His refrigerator may draw 1000 kwh. Sup- 
pose in all he uses 5000 kwh per year and 
that 25 kwh are produced by a gallon of 
oil. Then he adds 200 gallons of diesel 
or other oil to the 400 gallons of high - 
test consumed by his car. 

In contrast with these expenditures 
the peasant uses no electricity and per- 
haps a gallon or two of kerosene for 
lighting. The increase of income as one 
goes from peasant to middle -class status 
could well involve a discontinuity in re- 
source use. Of course peasants of differ- 
ent incomes do have different amounts of 
consumption, and these have different 
materials and energy components, but such 
variations could well be less per dollar 
of income difference than differences 
across the poverty line. 



FURTHER EXPLORATION OF CPS -IRS -SSA WAGE REPORTING 
DIFFERENCES FOR 1972 

by Beth Kilss and Wendy Alvey* 
Social Security Administration 

This paper compares wage data from the Census 
Bureau's Current Population Survey (CPS) with 
Social Security Administration (SSA) and Internal 
Revenue Service (IRS) administrative data on wages 
and salaries for persons eligible for interview in 
the CPS who filed a nonjoint tax return for 1972. 
Three -way wage comparisons are made to examine the 
extent of wage class agreement and evaluate CPS 
wage reporting. The data base that is used in 
this analysis was obtained by matching CPS, IRS, 
and SSA information for the same individual, as 
described elsewhere in these (and earlier) 
Proceedings.1/ 

In the first part of this paper, the study 
universe and the nature of the exclusions from it 
are defined. Next, some results obtained by 
comparing wages from the three sources are 
presented; and, finally, the study universe is be 
examined by several variables affecting the 
quality of wage reporting in the CPS. 

RECONCILIATION OF CPS, IRS, AND SSA POPULATIONS 

The Current Population Survey is essentially a 
sample of the civilian noninstitutional population 
of the 50 States and the District of Columbia. 
Thus, the population of those who file nonjoint 
returns includes certain individuals not found 

Figure 1. -- Derivation of Study Universe 

Study Universe 

®Exclusions from 

Study Universe 

All 1972 Nonjoint Returns (Estimated from 1972 

Statistics of Income) 

Less: 

CPS -IRS Noncomparable Nonjoint Returns 

Equals: 
CPS -IRS Comparable Nonjoint Returns 

Less: 
Earners with Imputed CPS Wages 
Earners with SSA Self -Employment Income 

Earners with No Wages from One or More 

Sources, 

Equals: 

Study Universe of CPS -IRS -SSA Comparable 

Nonjoint Returns 

Number 
(in Millions) 

34.8 

2.0 

32.8 

among persons eligible for interview in the CPS. 
These returns must be excluded from the study 
universe. In addition, because only nonjoint 
returns with wages from all three sources are 
being analyzed, further deletions are necessary. 
Figure 1 briefly summarizes the adjustments made. 

As can be seen from the pie chart at the top of 
figure 1, the study universe is 65.2% of the 34.8 
million nonjoint tax returns for 1972. The lower 
half of this figure provides a list of those that 
were excluded, the order in which they were 
excluded, and the size of each. First, approx- 
imately two million CPS -IRS noncomparable returns 
were deleted. These included returns for Armed 
Forces members, institutionalized individuals, and 
persons living overseas. Also included were 
persons filing tax returns for 1972 but who died 
prior to the March 1973 interview date and persons 
under 14 years of age. The exclusion of the 
latter group was necessary, since the March 
Supplement to the CPS does not ask income 
questions for them. Also, only 1972 tax -year 
returns were matched to the CPS; thus, any prior 
year delinquent returns had to be subtracted out, 
as we11.2/ After these exclusions, 32.8 million 
CPS -IRS comparable nonjoint returns remained. 

Three other groups were excluded from our 
analysis.3/ Persons not reporting their wages to 
the CPS enumerator (and for whom wages were 
imputed) accounted for the deletion of 3.2 million 
returns from the study universe. Then, since 
SSA's computerized administrative files do not 
distinguish between an individual's wages and 
self -employment income (this distinction is not 
required in calculating benefits), about 0.9 
million earners with SSA self -employment income 
were subtracted out.4/ Finally, about six million 
earners with no reported wages from one or more of 
the three sources were deleted. This 
reconciliation yielded a study universe consisting 
of 22.7 million CPS -IRS -SSA wage earners who filed 
nonjoint tax returns for calender year 1972. It 

is this group which is dealt with below. 

COMPARISON OF WAGE DISTRIBUTIONS 
FROM THE STUDY UNIVERSE 

Before examining CPS, IRS, and SSA wage class 
agreement for the same individual, it is 

interesting to compare wage distributions for the 
study universe as a whole. 

Figure 2 shows the percentage distribution of 

3.2 
wages from administrative sources -- IRS and SSA. 

The 1972 wages are plotted along the horizontal 
axis in intervals of $500, up to $9,000. Since 

6.0 SSA wages are only reported up to the taxable 
maximum (which was $9,000 in 1972), for purpóses 

22.7 of comparisons among the three sources, it was 
decided to end the distribution at this point. 
Therefore, the last class is an open -ended 
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Figure 2. --IRS and SSA Wage Distributions 
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interval of $9,000 or more. The dotted line 
depicts the IRS distribution; the SSA distribution 
is shown by the broken line. 

For the most part, the reporting of SSA wages 
appears to be nearly identical to that of wages 
obtained from IRS data. This was expected since 
wages from both sources are generally reported 
from carefully compiled payroll records, with 
legal penalties imposed on the taxfiler or his 
employer for fraudulent reporting. For a large 
part of both distributions -- from $1,000 to 
$8,999 -- the proportion of wage earners in each 
class declines as wages increase. However, two 
main differences in the IRS and SSA distributions 
are apparent: for persons with less than $1,000, 
the percent of those with SSA wages notably 
exceeds the proportion with IRS wages; while, for 
the $9,000 or more wage class, the reverse is 
true. 

Definitional differences are probably the major 
factor in these two instances: SSA taxable wages 
include all wages received by an employee for 
services rendered in covered employment up to the 
annual taxable maximum for each employer. 
However, combinations of covered and noncovered 
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employment are reported on Federal tax returns. 

It is this, no doubt, which accounts for most of 

the increased proportion of IRS wage earners 

beyond the taxable maximum, and, consequently, the 

smaller proportion at the lower end of the 

distribution. 

Keeping in mind the similarities and differences 

between these two sources, consider the 

distribution of CPS wages shown by the addition of 

the solid line to the distributions presented in 

figure 2. (See figure 3.) Although the survey 
data follow the same overall pattern as the 

administrative data, the distribution is more 
jagged. This may be attributed to the fact that 

people often tend to report wages rounded to the 

nearest thousand dollars [9], thus leading to 

under- or overstatement of the CPS amount. Also, 

it is important to remember that wage classes, and 

not exact wage amounts, are being compared. 

Therefore, the placement of the upper and lower 

limits of each interval, as well as the length of 

each class, all affect what is being observed 

here.5/ 



Figure 3. --CPS, IRS, and SSA Wage Distributions 
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EXTENT OF CPS - IRS -SSA WAGE CLASS AGREEMENT 

In the previous section, comparisons were made 
between marginal distributions of survey and 
administrative wage data. For purposes of further 
analysis, CPS, IRS, and SSA wage disparities will 
be discussed by examining their joint 

distribution. To do this, wages from all three 
sources were cross -classified in $500 classes. 
Agreement was said to exist if wages from more 
than one source fell into the same $500 interval. 
Several possible types of agreement resulted: 
three -way wage class agreement, various 
combinations of two -way agreement, and cases where 
none of the wages from any of the sources fell 
into the same wage class. While tables have been 
prepared presenting cross -tabulations for all of 
these agreement types,6/ the analysis in the 

remainder of this paper will be limited to an 
examination of three -way CPS -IRS -SSA wage class 

agreement. 

As in figures 2 and 3, the horizontal axis in 
figure 4 is divided into $500 wage intervals. For 
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7,499 8,499 
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the most part, three -way agreement fluctuates 

between 38 percent and 52 percent for the major 

part of the distribution. Agreement for the less - 

than- $1,000 or $9,000 -or- greater categories is 

higher than for the middle -range size classes. 

This is partly because individuals at the tails of 

the distribution can only have wage disagreement 

in one direction. If you will notice, for the 

wage classes between $1,000 and $9,000, peaks are 

occurring for the intervals having lower limits 

which are multiples of $1,000, while the troughs 

in the graph fall in those classes with lower 

limits ending in "500." This same sawtoothed 

effect was observed for the CPS wage distribution 
in the previous chart. 

What are some of the possible factors that may be 

contributing to these findings? Keep in mind that 

wages from different sources (administrative and 

survey) are being compared for the same 

individual. Because of the very nature of survey 

data, reporting differences occur. Some of the 

major "interview factors" which may be affecting 

CPS reporting are: 



Figure 4. -- Percent of Three -Way Agreement by IRS Wage Class 
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provides wage information from a Form W -2 during a 
personal interview will be much more likely to 
have his CPS, IRS, and SSA wages in agreement than 
a person whose spouse approximated the wage amount 
in a telephone interview. 

In other words, a higher percent of three -way 
agreement was expected to occur for CPS wage data 
obtained in personal interviews rather than in 
telephone interviews, in interviews where the 
individual responded for himself rather than in 
cases where the responses were obtained from 
another household member, and in cases with 
nonrounded CPS wages rather than with rounded 
wages. 

To test these suspicions, three -way agreement 
results were examined for each interview factor. 
The distribution was divided into three sections: 
less than $1,000, between $1,000 and $8,999, and 
$9,000 or more. 

As shown in figure 5, the expected results 
occurred for each of the interview factors in the 
middle -range wage classes; that is, for those with 
wages of $1,000 - $8,999. However, some 
differences in the expected agreement pattern occur 
for wage classes at the extremes. 

For example, for wages less than $1,000, three -way 
agreement is much higher in cases where the 
individual answered the survey questions for 

Figure 5. -- Percent of Three -Way Agreement by 
Selected Interview Factors 

1. Type of interview. - manner in which survey 
information was obtained: Selected 

Interview Factors 

a. Personal -face to face interview; 
b. Telephone -- interviewer phoned indi- 

vidual for answers to survey 

questions. 

2. Response status.- -the relationship between 

the individual answering the survey ques- 

tions and the individual about whom the 

survey questions were being asked: 

a. Self- response- -the individual an- 

swered for himself; 

b. Proxy- response -- answers to the sur- 

vey questions were provided by 

someone else in the household. 

3. Roundedness of CPS wages. -- extent to which 

individual reported exact wage amount in 

survey interview: 

a. Nonrounded --wage amount ended in a 

number other than '000' or '500'; 

b. Rounded --wage amount ends in '000' 

or '500'. 

These factors are linked to the quality of CPS 

reporting, and, hence, to the agreement of CPS, 

IRS, and SSA wages for the same individual.7/ For 

example, it is expected that an individual who 
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IRS Wage Class 

Less than 
$1,000 

$1,000- 
$8,999 

$9,000 
or more 

Total 61.2 46.4 89.7 

PERSONAL INTERVIEW 

Total 61.6 47.0 89.8 

Self -Response 50.0 47.8 92.0 

Nonrounded 55.7 55.2 89.3 

Rounded 7.5 21.6 95.0 

Proxy- Response 64.2 46.4 86.1 

Nonrounded 66.4 53.4 88.1 

Rounded 29.5 24.0 84.2 

TELEPHONE INTERVIEW 

Total 60.4 45.8 89.5 

Self -Response 46.4 46.8 92.0 

Nonrounded 48.6 57.0 90.8 

Rounded 33.0 21.3 93.2 

Proxy -Response 63.9 45.0 83.5 

Nonrounded 67.6 51.6 82.7 

Rounded 30.8 27.9 84.1 



someone else in the household rather than for 
himself. For wages of $9,000 or more, the 
behavior of response status is similar to that 
seen for the middle -range intervals; however, the 
expected trend for the roundedness of CPS wages is 
reversed. In other words, among persons in the 
highest wage class, three -way agreement for 
rounded CPS wages nearly always exceeds that of 
nonrounded cases. This is true for three out of 
the four combinations of interview factors shown 
in figure 5. Such an occurrence is not 
unexpected, since any individual reporting wages 
of $9,000 or more to all three sources will have 
three -way agreement, regardless of the roundedness 
of the actual amounts reported. 

In order to further illustrate the effect of the 
interview factors on the levels of agreement, it 
is interesting to look at three -way agreement by 
one of the variables. Hence, it was decided to 
examine roundedness of CPS wages, the variable 
which appears to be most dominant in figure 5. In 
the next chart (figure 6), the solid line 
represents the percent distribution for nonrounded 
CPS wages and the broken line depicts that for 
rounded amounts. 

Figure 6. -- Percent of Three -Way Agreement by IRS Wage Class, 

Separately by Roundedness of CPS Wages 
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Three -way agreement for nonrounded CPS wages 
exceeds that of the rounded cases in every dollar 

size -class except the last. Furthermore, the 

sawtoothed effect noticed for the overall 
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distribution in figure 4 is much less evident for 
persons with nonrounded survey wages. On the 
other hand, the reverse is true for the 
corresponding rounded cases: jaggedness of the 
distribution is far more pronounced than for the 
total study universe. 

This, therefore, further supports the contention 
made earlier that at least one of the interview 
factors -- roundedness of CPS wages -- may be a 
useful predictor of survey wage agreement for the 
cases examined here. In the near future, 
regression analysis and other statistical 
techniques will be used to further study numerous 
variables, including the interview factors 
discussed in this paper, in an effort to determine 
their influence on the extent of agreement among 
wages from various sources. 
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1/ At the 1975 ASA meetings in Atlanta, several 

papers were presented which focused on the 

conceptual and reporting differences among 

the linked CPS, IRS, and SSA data sets. Some 

of the preliminary analyses presented 

included comparisons between matched CPS and 

IRS income data for 1972 [1], and similar 

comparisons for SSA and IRS wage data [2]. 

For more information on the basic study see 

[3] which appears elsewhere in these 1976 

Proceedings. See also [4]. 

As mentioned in most of these referenced 

papers, all interagency data linkages were 

performed solely by Census Bureau personnel. 

Neither IRS nor SSA had access to identified 

records from each other's files. The tables 

of matched data used for this paper were 

produced by the Social Security 

Administration. However, the file used by 

SSA could not have been used for other than 

statistical purposes, since it was simply a 

random sample of unidentified records. 

2/ The population total for CPS -IRS comparable 

nonjoint returns shown here is slightly 

smaller than the initial estimate given in 

[5]. Persons interested in full details 

should consult [6]. 

3/ Estimates for these groups and for the 

analysis of the study universe were obtained 

using sample weights which incorporated some 

adjustments for nonmatches and mismatches. 

These (initial raking) weights are described 

in detail in [7]. 

4/ Microfilm files are kept at SSA of the actual 

wage amounts received from each employer; 

however, these files were far too expensive to 

examine on a wholesale basis for the 1973 



study. Use has been *made of the microfilm 
files, though, on a subsample basis, as is 
discussed in [8]. 

5/ In order to take this factor into account, 
these distributions were examined by both 
$500 and $600 intervals. The pattern which 
emerged was similar for both cases. 

6/ Copies of the tables from which these 
distributions were taken were available in 
handouts distributed after the session and 

can be obtained from the authors by writing 
to them at-- Division of Economic and Long - 
Range Studies, Office of Research and 
Statistics, Social Security. Administration, 
1875 Connecticut Avenue, N.W., Washington, 
D.C. 20009. 

7/ Two more papers which may be of interest, 
dealing with other factors affecting CPS 

reporting of income data appear in these 

Proceedings. See [3] and [10]. 
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A REVIEW OF RANDOMIZED RESPONSE MODELS AND SOME NEW RESULTS 

Jong -IK Kim, Temple University 
John A. Flueck, Temple University 

1. INTRODUCTION 

Randomized response techniques (RRT's) have been 
proposed and utilized for reducing response error 
problems when potentially "sensitive questions" 
are present in surveys of human populations. 
Warner (1965, 1971) introduced and pioneered in 

the development of the RRT and numerous others 
have sharpened and extended this approach 

(Table 1.). 

The basic idea of the RRT is to create a stochas- 

tic (as opposed to a deterministic) relation 
between an individual's response and the question 
such that the characteristic of interest still is 
estimable. This stochastic relation provides 
some protection or "confidentiality" to the 
respondent and hence presumably increase his 
willingness to respond and to respond truthfully. 

The paper will review briefly a number of RRT 
models and present a new multiple question RRT 
model. Some efficiency comparison and a few 
comments on applications will be offered. 

2. REVIEW OF RRT MODELS 

Table 1 presents a list of presently published 
RRT models with some identifying information. We 

will briefly review each of these sixteen models. 

In initiating the work on RRT models, Warner 
(1965) presented a two related question single 
sample model for estimating the population 
proportion of people who possessed a sensi- 

tive characteristic A. The model requires the 

respondent to use a randomization device in order 

to determine (unseen by the interviewer) which of 

the two related questions (A,A) he will answer 
(Table 1). The two questions are of the form; 

1. I am a member of group A, 

2. I am a member of group Not -A, 

and the randomization device selects question A 

with probability p and question A with probability 
(1 -p). Thus, the unconditional probability of a 

"yes" answer under the assumption of truthful 

reporting is simply the sum of the two joint 

probabilities, 

Pr(yes) = Pr (selected A A)xPr(A) + 
Pr (selected A A)XPr(A)=plrA+(1-p)(1=mA).(1) 

The unrestricted method of moments estimator of 

is obtained by substituting /n (the 

number of yes answers to the total number of 

answers) for the Pr(yes) in (1) and solving for 

WA. This gives 

`A= - (1 -p)) /(2p-1) p # 1/2 (2) 
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which is also the maximum likelihood estimator 
(EA) of as presented by Warner (1965). The 
variance of is 

rA(1 P (1 -p) 
Var(rrA) - 

n(2p -1)2 P # 1. 

Warner noted that the first term in (3) is the 
variance of a sample proportion under simple 
random sampling and the second term is the 
increase due to the RRT. He compared the mean 
square error (MSE) of this RRT model with the MSE 
of the direct question approach for various 
parameter values, including varying degrees of 
truthful reporting, and found that except for the 
cases of relatively small bias the MSE relative 
efficiency of the RRT could be substantial. 

(3) 

Warner also introduced the contamination design 
via the random determination of whether a direct 
sensitive question should be answered truthfully 
or falsely. This alternative RRT model (randomi- 
zation of the truthfulness of the answer) pro- 
duced estimators of which were identical with 
those of equations (2) and (3). Lastly, he 
indicated that the RRT model could be easily 
extended from the dichotomous to the multicho- 
tomous population case. 

Abul -Ela, et al. (1967) extended the RRT to the 
multichotomous population case by utilizing 
Q(Q >1) sensitive and Q' (Q' >0) non -sensitive 
mutually exclusive related questions and n sam- 
ples (Table 1). The MSE relative efficiency of 
this model compared with the direct question model 
was at times substantial, and the first field 

application of a trichotomous version apparently 
was not very successful. The field use of a RRT 

model appears to require careful training of the 
interviewers. 

Greenberg, et al. (1969) modified the original 
Warner model by substituting an unrelated non - 
sensitive question (B) for the second question 

(Table 1). One or two samples (1 =1 or i =1,2) are 
now required depending on whether the unrelated 
nonsensitive question character parameter value is 

known or unknown. This unrelated question model 

also was extended to the multichotomous case. 

Using the unrelated question RRT model, results 
from a field survey of "illegitimate births" were 

well supported by a record check. Also, Green- 
berg, et al. (1971) modified this unrelated 
question model to accommodate quantitative data. 

Gould, et al. (1969) extended the unrelated 
question model to incorporate two RRT trials per 

respondent in an effort to reduce variability and 

improve the quality of the responses. 

Moors (1971) increased the efficiency of the 

unrelated question model, when both rA and 



Table i. Published Randomised Response Models 

Model Reference Question Structure 
Nor of Related 

Questions 
Qualitative or 
Quantitative 

Number of Questions 
Asked 

Number of 
Trials 

1 

Warner 
1965 

1. (Á11,Al2); 
2. (Al1 +T, All +F) 

1. 2 

2. 1 

1. Y 
2. - QL 1 1 

2 -Ela, et al 
JASA, 1967 

(A1j, B1 
3'1,..Q, Y QL 1 

3 

Greenberg, al 
1969 

(Aij,Bij);il or i -1,2 2 N QL 1 1 

4 
Gould, et al 
Soc. Stat. Sec. Proc. 

1969 
i1,2 2 N QL 2 2 

5 
Moore 

JASA, 1971 
(A1 ,Bij'); 11,2, 1 or 2 N QL 1 1 

6 
Greenberg, et al 
JASA, 1971 

(A1j,B1j); 1'1,2 2 N QN 1 1 

7 

Warner 
1971 

(Aij.F) 
j'1 K K - QL 1 1 

8 
Boruch 
Soc. 1972 X Ao(T2,P2) - QL 1 1 

9 

Folsom, et al 
1973 

n 

1'1,2 3 N QL 2 1 

10 1973 k- jfk 1 - 
QL, 
QN 1 - 1 

Smith, at al 
Soc. Sut. Sec. Proc. of 

{Aij,B1 '}l {Aij,Bij}L) 
;i- ..... N 

N - QL N 1 
1975 

12 
Liu, et al 

1975 
(All) 1 - QN 1 

13 
Hochberg 
Comm. in Stat., 

1. Stage 1 Stage 2 

(A1j,Y). {any Y...+ Stop 
j'1 (all N.... 

2 Stop 

11,...r 
t -r 

Stage 1: Q 

2: 1 

Stags 

Stage 2: r 

Stage 1: N 

Stage 2: Y 

Stage 1: 

Stage 2: N 

QL, 

QN 

QL, 
QN 

Stage 1: Q 
Stage 2: 1 

Stage 1 

Stage 2: r 

1 

1 

14 (Alva) 1 1 1 

refers to the sensitive question 
B refers to the non -sensitive question 
i 
j indexes question 
k indexes answer 
n is the number marked on ball 
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0 indexes null question 
T refers to the truthful reporting 
F refers to the nontruthful reporting 
Y refers to yes 
N refers to no 
QL refers to qualitative and QN quantitative 



were unknown, by asking only about the nonsensi- 
tive characteristic B in the second sample (P2 =0). 

Warner (1971) showed how the RRT models could be 
represented by a general linear model, Y = + 
u. He also extended his original contamination 
model (Warner, 1965) to the multichotomous case 
(model 7, Table 1) and introduced the two stage 
randomized response technique (TSRRT). 

Boruch (1972) indicated how the original Warner 
contamination model could be modified to include 
two randomization procedures. The first 
(T1 or F1 in Table 1) to be used if the respon- 
dent is a member of group A (XcA) and the second 
(T2,F2) to be used if XttA. 

Folsom, et al. (Table 1) modified Moors' optimized 
unrelated question model to ask two questions in 
each sample, the first a direct question about a 
nonsensitive characteristic (Bij) and the second 
a randomly selected sensitive (Ai) or nonsensitive 
question (Bik). The new model consistently per- 
formed better than Moors' model and they reported 
on an application involving drinking and driving. 

Eriksson (1973) presented a RRT multiple trial 
model which was applicable to quantitative or 
multichotomous data (Table 1). It appears to be 
a modification of the Warner (1971) contamination 
model. He also indicated that supplementary 
information can be utilized with the RRT esti- 
mator. 

Smith, et al. (1975) reported on an application 
of the randomized version of Raghavarao and 
Federer's block total response method for ob- 
taining information from a group of college stu- 
dents. The computed average varianceforthe seven 
questions was more than twice as large for the 
randomized block total response model (Table 1., 
11) than for Warner's (1965) model. 

Liu, et al. (1975) presented a single question 
discrete quantitative randomized location RRT 
model. It utilized a random location procedure 
and no comparisons were offered with possible 
competitors. 

Hochberg (1976) introduced two particular members 
of Warner's (1971) class of TSRRT linear models 
(Table 1). No efficiency calculations or appli- 
cations were mentioned, and neither model seemed 
to be very practical. 

Liu and Chow (1976) presented a modification of 
Greenberg, et al.'s (1971) quantitative model 
(Table 1, 14) using a known distribution of 
nonsensitive characteristics. They suggest that 
this modification should considerably improve the 
efficiency of the estimator. 

Clearly, numerous other RRT models are possible, 
and Greenberg, et al. (1974) have discussed and 
compared some of the above models in more detail. 

3. Multiple Sensitive Question Model 

Information on more than one sensitive charac- 
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teristic can be obtained by the following multi- 
ple sensitive question (MSQ) model. The model's 
question structure is as follows: 

Subsample i: Bil, 

BiQ') i= and where 

is the complement of question We will 
assume for convenience of presentation that only 
the sensitive questions (Ai ) are of interest. 
Thus the total sample of retpondents (N *) will be 
randomly allocated into Q mutually exclusive sub - 
samples and each respondent will select, via a 
randomization device, a single question and 
answer it "yes" or "no ". 

Let pij be the probability of the randomization 
device selecting the j th question in the i th 
subsample. Assume 

p.. =1. 
j =1 

Define: = Pr (Person in population has 
characteristic Ai), j= 1,...Q, 

1, and = Pr (respondent reports "yes" 
j =1 

in subsample i). 

A. Truthful Reporting. 

For an even number of sensitive questions, 

Ai = Pil nl (1-72) + Pi3 +.... 

Q -1 
+ (1- E p. and for an odd number the 

j =1 

last term substitutes for (1 

Using matrix notation, 

= n, where = 

(1-n2), 

Q-1 

P12 P13 

and and P = 
P21 P22 P23 

Q-1 

Q-1 

PQ1 PQ2 PQ3 
p 

Thus, the observed values of X,X, are linear 

combinations 9f plus an error term e. There- 

fore, givenIP10 0, and we use Q sub - 

samples to estimate Q sensitive characteristics. 

The properties of are; 

(1) is an unbiased estimator of n. 

E(P-1 -1 
) PE(X) 



(2)_Variance and covariance matrix for 
related and i, j , j , is 

V(7) = P- -1)', where V(a) is a diagonal 

Ai(1 -Ai) 
matrix with elements , i= 1....,Q, and 

(3) Variance matrix for unrelated and 
vij, i #j, is achieved by replacing the (ij)th 

element of with O. 

Example: Two sensitive question case. 

-1 

( 1 

` -72 P21 -p21 À2 

1 1 À1 

dropping the second sub- 

P2 
1 -p2 X2 script on . 

(1 -p2) - 5"2(1-P1) 
and Then 71 - and 

P1 - P2 P2 -P1 

Thus, V(71) 
1 

LX1(1-d1)(1-p2)2 2 n 

a2(1-a2)(1-Pl)2 

n2 

and V(1 -72) = V(72) 
(Pi1- 

k1(1 -a1) P22 a2(1- À2)P121 

n 1 n 2 
and Cov[71,1 ] 

1 À1)P2(1 -p2) 12(1- 

(P1-132)2 nl n2 

for and 72 related. 

Theorem 1: if 71 and 72 are independent, 
ni = n2 = N /2, pl +p2 = 1, and pl # p2, then 

V(71 + > + 72)MSQ' The proof 

of this and the following theorem have been 
omitted due to the restriction on space. 

Theorem 2: If and 72 are dependent and all 
other conditions of Theorem 1 hold, then 

V(71 + 1V(71 + V 72. 

B. Untruthful Reporting. 
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Let Ti be the probability of telling the truth in 
the MSQ model given that the respondent has the 
ith characteristic. Then, 

Ai = + Pi2(1 -72) 72(1 -T2) 

Q -1 Q -1 
+ .... +(1 - E pij)(1 -7Q) + (1- E N(1-TO 

j =1 j =1 

and Bias [71 (1 -72) +(1 -7Q)] = 

71(T1 -1) + 72(1 -T2)+ +7Q(1 -TQ). 

Now, let Ti be the equivalent in Warner's 
(1965) model. Then Bias -1),vi 

Corollary 1. Under the conditions of Theorem 1, 
if T1 = T2 = Ti Ti, then 

MSE(131 + '2)W > MSE(71+ MSQM, 

Corollary 2. Under the conditions of Theorem 2, 
if T1 = T2 = Tí = T2, then 

MSE(71 + 72)W > MSE(71 + 2) 71,72. 

In the interest of comparing the MSQ and Warner 
models under less restrictive conditions 
(i.e. T1 =T2 #T1 = Ti), Table 2 presents the MSE 

efficiency for the two question MSQ model 
compared with using the Warner model twice 
(where = .7, p2 = .3 71=.2,72= .1, n1+n2= 
1000, and ni's optimally allocated). Provided it 

is reasonable to assume that Ti = Ti (i = 1,2), 

it is found that (see the diagonal elements in 
the Table 2) the efficiency of the MSQ model 

increases as T. decreases. In other words, when 

the chance of untruthful reporting is high, the 

MSQ model is highly recommended. 

(4). SOME CONCLUDING REMARKS 

When information about more than one sensitive 

characteristic is of interest, one might use 

model 11 Table 1), repeated applications of the 

dichotomous models (table 1), or the MSQ model. In 
all MSE comparisions to date, the MSQ model gen- 
erally has proved to be superior. It should be 

noted that the present MSQ model can handle dis- 

crete quantitative questions as well as questions 
of joint characteristics. 

Lastly, the MSQ model can be easily extended to 

the multiple trial case, the continuous quanti- 

tative question case, and the double randomiza- 

tion (both questions and answers) case. Applica- 
tion of the MSQ model should be shortly forth- 
coming. 



TABLE 2 

MSE Efficiency for the Two Sensitive Question 

Case versus Warner's Model. P1 =.7, P2 =.3, 

mi =.2, =.1, T1 =T2, Tî =T2, n1+n2 1000 and 

Optimally Allocated. Corr61, n2) -.72. 

T1°T2 

1.00 .90 .80 .70 ,60 .50 

1.00 6.31 5.69 4.39 3.18 2.29 1.69 

.90 7.30 6.58 5.07 3.67 2.65 1.95 

.80 10.26 9.25 7.13 5.16 3.72 2.74 

.70 15.21 13.70 10.57 7.65 5.52 4.06 

.60 22.12 19.94 15.37 11.13 8.03 5.91 

.50 31.02 27.95 21.55 15.60 11.25 8.28 
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A SURVEY OF CONSUMER PARTICIPANTS IN THE BIGGEST ANTITRUST REFUND EVER 

Benjamin F. King, University of Washington 

Antitrust litigation is an area of the law 
in which many diverse problems of statistical 
analysis arise. I have had the privilege of 
serving as the consulting statistician for the 
States of Washington, Oregon and Kansas, and 
subsequently for the U.S. District Court, in the 
Antibiotic Drug Case. This was a class action 
lawsuit against the five major manufacturers of 
tetracycline, a well -known broad spectrum anti- 
biotic, in which it was alleged that purchasers 
suffered damages from improper pricing during 
the period 1954 through 1966. 

Before the case was scheduled to go to 

trial, experts for the plaintiffs and the defend- 
ants locked horns on a number of challenging 
statistical issues -- the estimation of total re- 
tail purchases in the plaintiff states, the es- 

tablishment of an index of prices, the breakdown 
of purchases into "just" and "unjust" components 
-- these are but some of the thorny problems that 
were encountered, few of which, if any, were 
amenable to classical textbook solutions. I echo 

my predecessors in this session when I mention 
the importance of statistics in questions of law, 
but I should like to emphasize that conventional 
methods are not always adequate - there is much 
room for innovation. 

At any rate, the trial never took place. 
There was a $39.6 million settlement, with about 
$20 million of that to be distributed to members 
of the consumer class who would make claims for 
their amounts purchased. These purchasers re- 

sided in the States of California, Hawaii, 
Kansas, Oregon, Utah, and Washington. The story 
of the distribution of refunds is of the "they 

said it couldn't be done" variety. The largest 
previous class action refund involved about 
70,000 businessmen with relatively good records 
of purchases (in re Gypsum Cases.) Hence there 
was great skepticism, especially on the part of 
the defendants, concerning the ability of the 
court to get the money back to the people who 
originally made purchases. An earlier distribu- 
tion of $100 million to consumers in 43 states 
had resulted in only about 37,000 claims. De- 

fendants' attorneys speculated that it would be 
unusual if that number were exceeded in the pre- 
sent six -state situation. It was, therefore, a 

great success to end up, as we did, with about 
one million claims and to mail checks to 885,000 
claimants after validation procedures were com- 

plete. Because its magnitude is so much greater 

than previous class action refund operations, and 
because it demonstrated the feasibility of a num- 
ber of things that were considered to be infeasi- 
ble, this antitrust refund, referred to as 

Operation Money Back, has become a landmark in 
the history of antitrust litigation and a proto- 

type for similar distributions in the future. 
Yet, many important questions concerning 

consumer class actions remain unanswered: For 

example, antitrust lawyers are bothered by pro- 

blems of giving proper notice in actions of this 

type. Because of a recent court ruling (Eisen 
vs. Carlisle & Jacquelin) it is necessary to no- 

tify members of a class of the fact of their 
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membership by "the best means practicable ", 
which has been determined to be first -class mail. 
Thus in the Antibiotic Drug Case, involving the 
six hold -out states, a notice of creation of the 
class was mailed to approximately 12 million 
households in 1971, and when the settlement was 
proposed in 1974, it was necessary to mail out 
another notice. When the settlement was approved 
by the court, claim forms were mailed, and to 
claimants who claimed purchases greater than $150, 
a request for further proof was sent out. You 
can imagine the effect of all of these mailings 
on a distribution involving rather modest settle- 
ment amounts, but covering even larger popula- 
tions. 

Of interest also to the designers of Opera - 
Money Back is the relative effectiveness of 
various types of communications in persuading 
consumers to participate in the refund. 

There were serious questions raised about 
the incidence of fraud in the refund operation, 
although as described in other reports, consider- 

able precautions against wide -scale cheating were 
taken. 

In summary, it is desirable, for the future 
of class action litigation, to know a great deal 
more about the general characteristics and atti- 
tudes of the persons who made claims for damage 
refunds. In order to try to get some kind of a 
handle on these uncertainties, and in order to 
prevent a golden opportunity to study the phenom- 

enon from fading away, we asked the court and the 
Attorneys General involved to allow us to use 
some of the money from uncashed refund checks to 
survey the population of claimants.* With the 
grant we designed a probability sample covering 
seven strata in the target population: 

(1) Claimants with purchases of $150 or 

less -- for which no further proof was required. 
(2) Those claiming over $150 but less than 

$1000 who submitted statements of proof or docu- 

mentation from physicians, hospitals, drugstores, 
etc. Notarization of signature was also required. 

(3) Those above $150 but less than $1000 
who could not submit proof but who authorize the 
court to determine the amount of purchases. 

These were subsequently reduced to $150. 

The remaining strata are for higher claim 

amounts, and for the nonrespondents to the request 
for proof of purchases after the first claim form 
was received. (The latter group received nothing 
in refund.) 

The National Opinion Research Center of the 
University of Chicago (NORC) was given the con- 
tract for the field work which began about May 15. 
Since almost a year had passed since the mailing 
of the refund checks, there was difficulty in lo- 

cating some of the selectees. The interview was 
by telephone -- about 55 minutes -- with nontele- 

phone claimants given personal interviews. Re- 

spondents were mailed packets containing the 

essential documents involved in the class action 
in order to aid them in recall. I am happy to 

report that we obtained the targeted response 
rate, 85 per cent, but the survey took rather 

longer than expected, and we just came out of the 



field about August 10. 
The few results that I will report today 

are from a lightning analysis (thanks to SPSS) 
of the first 727 cases out of a final 900 who 
either filed for $150 or less or responded to 

the request for proof after having made a larger 
claim. These figures are of course tentative 
and not for publication, but I shall be very 
surprised if they change very much. Inciden- 
tally, because of the stratified design with 
widely different weights, we selected six inter- 
penetrating subsamples for ease of estimation of 
standard errors -- estimates of population per- 
centages appear to have standard errors ranging 
from 1 to 3 percentage points, depending on the 
variable. 

First a few remarks about the way in which 
our population compares with the general popula- 
tion of persons over 21 in the U.S. -- As some 
of you know, NORC sends out an annual survey, 
the General Social Survey, in which a number of 
standard demographic items are asked, as well as 
specific questions for the social science commu- 
nity. The GSS was executed this year in March 
and April -- hence we included a number of GSS 
items in our own survey for comparison purposes. 

Our group has a different age distribution 
from the general population (I use California 
1970 here.) We have fewer under 34 and more in 
the 35 -54 range, corresponding to heads of fami- 
lies with small children back during the period 
in suit, 1954 -66. Also there are slightly more 
elderly, but this may be a response effect. 

Our group is definitely better educated. 
47.7 per cent have one or more years of college 
as opposed to 29.9 per cent for California in 
1970 (persons 25 or over). Since our population 
is older, the results are even more noteworthy, 
indicating that the people who get into these 
kinds of consumer refunds are probably more aware 
of what is going on in general. 

Income is also higher than that picked up by 
NORC nationally in March, which is to be expected 
because of the pervasive correlation between in- 
come and education. 

Only 2.9 per cent of our population is black. 
3.5 per cent identified themselves as belonging 
to races other than white or black, (probably 
Orientals in California) and .7 per cent refused 
to answer that item. We suspected that we would 
be deficient in racial minorities. Most persons 
of Latin American background in the West are 
white, and in California a great deal of effort 
was expended by the Attorney General's office to 
try to assure that Spanish- speaking consumers 
participated. There was even a Spanish claim 
form distributed, and the regular claim form had 
a message in Spanish across the top. It was not 

very successful, however. 
NORC asked a series of questions that are 

rather interesting -- the ANOMIA questions -- 
e.g., Agree /disagree? Next to health, money is 
the most important thing in life; it's hardly 
fair to bring a child into the world with the way 
things look for the future; these days a person 
doesn't really know whom he can count on; you 
sometimes can't help wondering whether anything 
is worthwhile anymore; etc. If you agree with 
many of these nine items you are in pretty bad 
shape psychologically. In the General Social 
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Survey the results are rather depressing -- e.g., 
33.4 of U.S. adults agree that money is the most 
important thing next to health; 40 per cent said 
that they wonder if anything is worthwhile any- 
more; 41.5 per cent think that it is hardly fair 
to bring a child into the world today; 59 per 
cent think that the lot of the average man is 
getting worse. I am happy to report, that aver- 
aging over the nine ANOMIA items, the mean pro- 
portion in our claimant group who agree with 
these dismal statements is about 18 percentage 
points lower than the U.S. adult population in 
general. We seem to have a happier group -- it 
will probably turn out to be a class distinction. 

[To the extent that time permitted, Profes- 

sor King reported additional marginal relative 
frequencies for some of the items in the ques- 
tionnaire. Of particular interest to class action 
lawyers are questions about the willingness of the 
participants to get involved in another similar 
refund operation after their experience in Opera- 
tion Money Back, and the minimum amount of refund 
that would be necessary to induce them to parti- 
cipate again. We emphasize that all reported 
figures are preliminary and subject to change in 
the final analysis. A complete history of the 
lawsuit and the refund operation including an 
analysis of the survey of participants will be 
published in the form of one or several monographs 
in the near future.] 

* The "we" here refers to a term consist- 
ing of a Special Master of the Court, an econo- 

mist, a data processing specialist, and a 
statistician. 



A NEW LOOK AT MORTALITY INDEXES WITH EMPHASIS ON SMALL AREA ESTIMATION 

Joel C. Kleinman,* National Center for Health Statistics 

INTRODUCTION 

One of the oldest and most widely used indicators 
of health status is the mortality rate. The 
limitations of the crude mortality rate for com- 
paring specific areas or groups led to the use 
of various adjustments for factors such as age, 
race and sex in order to obtain an index which 
was free from the confounding effects of these 
factors (Kitagawa, 1966). Currently, the most 
commonly used adjustments are the direct and 
indirect methods. However, both these methods 
are determined to a large extent by death rates 
in the older age groups which limits their use- 
fulness in health planning and certain epidemi- 
ological applications. 

In addition, due to the historical use of mor- 
tality rates with large populations, relatively 
little work has been done concerning the standard 
errors of adjusted rates. However, with increas- 
ing need for small -area health status data (as 
mandated in the National Health Planning and 
Resource Development Act of 1974) the use of 
mortality indexes for small populations should 
become more common and thus there is a need for 

an assessment of the variability of these 
indexes. 

This study compares four mortality indexes and 
their standard errors among United States coun- 

ties using 1969 -1971 mortality data. 

DEFINITIONS 

Indexes 

For a particular race -sex group in each county, 
let 

di = # deaths in age group i 

p. = population in age group i 

mi di = death rate in age group i 

d = Edi 

p = Epi 

Replacing the small letters by capital letters 
will indicate the corresponding data for a 
standard population. The age- adjusted rate 

using the indirect method is usually expressed 
as the Standard Mortality Ratio (SMR): 

SMR = d Emipi 
EMipi EMipi 

(1) 

*The author wishes to thank Timothy Pierce for 
carrying out the data processing and computa- 
tions upon which the results are based. 
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The adjusted rate using the direct method is 

usually expressed as 

P. 
E 

It can also be expressed as a ratio similar to 
the SMR, sometimes called the Comparative Mor- 
tality figure (CMF): 

CMF = 
E 
P mi = 

E 
Mi 

E MiPi 
i 

(2) 

Thus the only difference between the two is that 
the direct method applies the same standard age 
distribution to the county's age- specific death 
rates while the indirect method applies the 
county's age distribution to a standard set of 
rates. For this reason, the direct method is . 

usually preferred since two counties with the 
same set of age- specific rates but different age 
distributions will have equal CMFs but unequal 
SMRs. However, in terms of identifying counties 
with "excess" deaths (an important application 
in planning) the use of the SMR is more appro- 
priate since it weights the age- specific death 
rates as they apply to the county's age distrib- 
ution. Thus, a relatively high death rate is 
weighted according to the population it actually 
affects. For this reason, we shall concentrate 
on indirect adjustment. 

Yerushalmy (1951) has pointed out that both the 
direct and indirect methods of adjustment are 
greatly influenced by the numbers of deaths and 
thus death rates in the older age groups are 
emphasized. He proposed a weighted average of 
the ratios of each age- specific death rate to a 
standard age- specific death rate. An indirect 
method of adjustment which is analogous to 
Yerushalmy's index is the relative mortality 
index (RMI): 

RMI =- 1 Pi =-1 di 

P Mi 

This has the advantage of not requiring the 
county's population by age, an important prop- 
erty for inter -censal estimates. Unlike the 
two previous indexes, the RMI averages ratios of 

county age -specific death rates to standard 
rates and so it is not influenced by numbers of 

deaths. Indeed it may go too far in this direc- 

tion. For example, based on United States white 
males in 1970 doubling of the death rate in the 
5 -14 age group would result in 8,481 additional 

deaths while a doubling of the age 35 -44 death 
rate would result in 34,278 additional deaths. 
Yet the RMI would weight the first increase 

nearly twice as high as the second (based on the 

1970 United States age distribution for white 
males). 



A compromise between these extremes is the use 
of "productive years of life lost" as a way of 
counting deaths (Haenszel, 1950). The basic idea 
is to weight each death according to 70 minus the 
age of the decedent, the assumption being that 
each individual should be expected to live 70 
productive years of life. When the deaths are 
grouped by age intervals, 70 minus the midpoint 
is used as the weight. Thus a years of life 
lost index can be defined as 

YLL = 
Mipi(70-10 EMipi(70-1i) 

E di(70-1i) Emipi(70-1i) 

where li is the midpoint of the age interval and 
the sums are evaluated only for positive values 
of 70 -1. Thus, using the standard eleven age 
groups (under 1, 1 -4, 5- 14,..., 75 -84, 85 +), all 
deaths above age 65 are excluded from the calcu- 
lation. Using the example from the previous 
paragraph, doubling the age 5 -14 death rate 
results in an additional 508,860 years of life 
lost compared to 1,028,340 years of life lost in 
the 35 -44 age group. The YLL index is the one 
which seems most appropriate for identifying 
areas with excess mortality in a health planning 
and resource allocation context. 

Each index was computed separately for each 
color -sex group (white male, white female, other 
male, other female) using the 1969 -1971 age - 
color- sex -specific rates for the total United 
States as the standards. For the CMF the total 
1970 United States population age distribution 
was used as the standard. A combined index was 
formed for each of the "indirect" indexes (SMR, 

RMI, YLL) by extending the summation in each 
formula over 44 (= 4 color -sex groups x 11 age 
groups) categories. 

Standard errors 

Since these indexes will be based on small area 

data, it is important to compare their variances. 
With the exception of Chiang's (1961) work and an 
unpublished paper by Chiang and Linder (1969) 
little work has been done in this area. Any of 
the preceding indexes can be represented as 

I = Ewimi , w Ewi 

where the w. and w are considered constants not 
subject to random variation. Thus the standard 
error of I is 

s(I) = 

where = Var (mi). Following, Chiang (1961), 

ai i 1,...,10 
pi +(1- 
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where = 

= fraction of last year of life 
= number of years in age interval 

The standard life table values of ai(a1 = .1, 

= .4, a3 = = a10 = .5) were used (Chiang, 
1968). For comparing the indexes, the coeffi- 
cient of variation s(I) /I will be used. 

In this study average annual death rates using 
1969 -1971 deaths and 1970 population were com- 
puted. That is, 

= di 

3pi 

where di = total deaths for 3 years in age 
group i 

P. = 1970 county population in age group i 
i 

for each race -sex group. In Chiang's formula 
for a ?, pi was replaced by 3pi. Also when 
di = 6, mi was set to zero in computing the index 
but mi was set to Mi in computing ai. 

RESULTS 

The results are based on the 2,805 counties* with 
5,000 or more total population in 1970. Five 
indexes were considered for each county: white 

male, white female, other male, other female, and 
combined. Each index was computed only if the 

population for the color group was at least 5,000. 
The combined indexes for the three indirect 
adjustment methods (SMR, RMI, YLL) were computed 
for all 2,805 counties. There were 2,701 coun- 
ties with white population 5,000 or more, 695 
with other population 5,000 or more, and 671 with 
both white and other population 5,000 or more. 

There was substantial variation in the age dis- 
tribution among the 2,805 counties: the percent 

over 65 varied from below 7 percent in the lowest 

decile to over 16 percent in the upper decile 
with a median of 11.4 percent. The crude death 
rate varied from below 7.4 per 1,000 in the low- 
est decile to over 14.0 per 1,000 in the highest 
decile with a median of 10.7 (the United States 
rate for 1969 -1971 was 9.4 per 1,000). Inciden- 

tally the need for age adjustment is indicated 

by the fact that the correlation coefficient be- 

tween the crude death rate and the percent over 
65 was .88. The correlation coefficient between 

the crude death rate and each of the indexes 

discussed below was on the order of .3. 

* Of the 3,140 United States counties, 13 were 

not considered due to different coding between 

FIPS and NCHS. These were the 5 boroughs of 

New York City, 2 counties in Hawaii, and 6 

county -equivalents in Alaska. 



The CMF and SMR gave nearly identical results. 
The correlation coefficients between the two 
were over .97 for each color -sex group. Their 
coefficients of variation (cv) were also similar 
although there was a tendency for the SMR to 
have a slightly smaller cv (it can be proven 
that SMR has a smaller variance than CMF). Thus, 

despite the theoretical differences between the 
two, the actual differences over U.S. counties 
are unimportant. For this reason, we will con- 
centrate on comparing the three indirect indexes. 

The correlation matrices for the indexes are 
shown in Table 1 based on the 671 counties with 
all color -sex indexes computed. For each index, 
the white males have the highest correlation 
with the combined index. The order of the 
remaining correlations are white female, other 
male and other female for SMR and RMI but white 
females have the lowest correlation with the com- 
bined YLL index. The correlations between the 
sex groups are moderate (.4 -.7). The correla- 
tions between white males and other males 
(.39 -.49) are higher than those between white 
females and other females (.20 -.30). 

Table 2 shows the correlation matrices for each 

color -sex group again based on the 671 counties. 
Except for other females, the RMI -YLL correla- 

tion is highest (.76 -.88) and the SMR -RMI lowest 

(.45 -.66). For other females SMR -YLL has the 

highest correlation (.77). 

Results based on the 2,701 counties with white 

indexes computed and the 695 counties with other 

indexes computed are similar to those cited 

above. 

Selected percentiles of the distributions of the 
indexes are presented in Table 3. The distribu- 

tions of RMI and YLL have more variation than 

SMR, due in part to their larger random error 

component (see below). Thus, the and YLL 

estimate greater "excess" mortality than does 

the SMR. For example, based on the combined 

indexes, the upper quintile of the RMI distribu- 
tion consists of counties at least 26.4 percent 

above what would be expected based on U.S. rates 

while the SMR upper quintile estimates only 9.1 

percent excess deaths; YLL is intermediate with 
its upper quintile at 21.4 percent. The RMI and 

YLL distributions are both skewed to the right 

while the SMR distributions are symmetric. 

Simultaneous pictures of the counties classified 

in the extremes of the distributions are given 

in Table 4 which shows the areas in the highest 
quintile of each index. The percentage of coun- 

ties in the highest quintile of at least one 

index was approximately 35 percent for each 

color -sex group. Of these fewer than one -fourth 

within each color -sex group were classified high 

by all three indexes. As was the case with the 

correlation coefficients, the RMI and SMR had 

the least agreement. However, the agreement 

between RMI and YLL was similar to that for SMR 

and YLL for white females, other males, and other 

females. For white males and combined, the RMI- 

YLL agreement was greater. 
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Table 5 illustrates the differences between the 
combined and color -sex specific YLL indexes in 
terms of counties classified as extreme (in the 
upper or lower quintile). Except for white males, 
the combined index identified only 56 percent -64 
percent of the counties which had a high color - 
sex- specific index. These results are consistent 
with the correlations in Table 1 and point to the 
need for using race -sex -specific indexes whenever 
possible. 

In terms of coefficients of variation (cv), the 
ordering of the indexes are as expected based on 
the age groups each emphasize: SMR has the 
smallest cv and RMI the largest. Table 6 shows 
selected percentiles of the cv's. Four -fifths of 
the counties had SMRs with cv's below 4 percent - 
9 percent. For YLL less than 40 percent had cv's 
in this range, and for only 10 -20 percent had 
cv's in this range. Eighty percent of the coun- 
ties had YLL indexes with cv's below 12 percent - 
23 percent. 

In order to facilitate a quick rule of thumb for 
anticipating cv's, Table 7 shows the range of 
cv's observed for selected county population size 
groups. For the SMR, cv's above 5 percent were 
virtually nonexistent in counties over 10,000 
population. In the 5- 10,000 group, however, more 
than 40 were over 5 percent. The RMI has larger 
cv's and it is not until the 100,000 + group that 
the majority of cv's are below 5 percent. 
Clearly, this index is not very useful for small 
populations. The YLL index is intermediate be- 
tween the two. For populations above 25,000, 
virtually all cv's are below 10 percent and the 
majority are below 5 percent. 

CONCLUSIONS 

The results presented show that substantial dif- 
ferences exist among the indexes studied (except 
for Standardized Mortality Ratio and Comparative 
Mortality Figure). In addition, the counties 
with excess mortality vary for each color -sex 
group. The implications of these results for two 
types of applications are presented briefly below. 

First, in terms of èpidemiological investigations 
which use regression analysis of age- adjusted 
rates using counties or other ecological areas as 
the unit of analysis (e.g., Lave and Seskin, 

1973), our results show that the results are in- 
fluenced heavily by white male death rates in the 
older age groups. Even when separate color -sex 
groups are used, the death rates for white males 
in the three age groups between 55 and 84 account 
for nearly 80 percent of the variation in the 
white male SMR. Thus, more thoughtful specifica- 
tion of the model in such studies is called for. 
If a combined index is necessary and a relative 
risk model is appropriate, the relative mortality 
index (or Yerushalmy's amalagous direct method) 
seems a better alternative than the SMR or CMF. 
Of course, the ideal approach is to use age - 

specific rates but for small populations these 
.rates have a large random error component. 



For Health Planning applications, the use of the 
SMR or CMF is inappropriate since death rates 
among the elderly are probably least amenable to 
health planning intervention. Similarly the 
seems to place too much emphasis on very small 
death rates in the young age groups. Thus, the 
years of life lost index seems a reasonable com- 
promise. We have also shown that the SMR com- 
bined index which is the only one possible when 
published sources of county mortality data are 
used (e.g., National Center for Health Statis- 
tics, 1975), is a poor substitute for the color - 
sex specific YLL indexes. Thus, health planning 
agencies should attempt to go beyond the pub- 
lished data to obtain age- race -sex -specific 
death rates in order to be able to compute the 
YLL indexes. 
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Table 1. Correlation coefficients between 
color -sex groups for three mortality indexes: 
United States counties, 1969 -1971a 

Index White White 
Male Female 
(WM) (FM) 

Other Other Combined 
Male Female (C) 

(OM) (OF) 

WM 1.0000 
WF .6173 1.0000 

SMR OM .4407 .2731 1.0000 
OF .4227 .2987 .7266 1.0000 
C .8708 .7699 .6330 .6041 1.0000 

WM 1.0000 
WF .4346 1.0000 
OM .3892 .2214 1.0000 
OF .2795 .2038 .4152 1.0000 

.8182 .6894 .5915 .5505 1.0000 

WM 1.0000 
WF .4925 1.0000 

YLL OM .4938 .2615 1.0000 
OF .3859 .2621 .6266 1.0000 
C .8336 .6017 .7438 .6633 1.0000 

aBased on 671 counties with White and Other 
population 5,000 or more 

SMR = Standardized Mortality Ratio 
= Relative Mortality Index 

YLL = Years of Life Lost Index 

Table 2. Correlation coefficients between indexes 
for each color -sex group: United States 
counties, 1969 -1971a 

Color-Sex SMR RMI YLL 

SMR 1.0000 
WM RMI .6408 1.0000 

YLL .7297 .8841 1.0000 

SMR 1.0000 
WF .4484 1.0000 

YLL .5100 .7603 1.0000 

SMR 1.0000 
OM .6576 1.0000 

YLL .7574 .7942 1.0000 

SMR 1.0000 
OF .5416 1.0000 

YLL .7667 .7023 1.0000 

SMR 1.0000 
C .6444 1.0000 

YLL .7336 .8777 1.0000 

aBased on 671 counties with White and Other 
population 5,000 or more 



Table 3. Selected percentiles of mortality indexes: 
United States counties 1969 -1971 

Index Color- Number of Percentile 

Sex 10 20 40 60 80 90 

2701 .867 .913 .978 1.035 1.106 1.164 
2701 .845 .892 .960 1.018 1.087 1.141. 

SKR OM 695 .771 .880 .995 1.078 1.172 1.248 
OF 695 .792 .891 1.008 1.089 1.171 1.220 
C 2805 .871 .916 .978 1.029 1.090 1.139 

WM 2701 .819 .901 1.036 1.159 1.347 1.505 
2701 .735 .835 .964 1.081 1.245 1.404 

OM 695 .670 .799 .961 1.108 1.272 1.443 
OF 695 .689 .800 .984 1.100 1.293 1.471 
C 2805 .834 .913 1.019 1.122 1.264 1.375 

WM 2701 .832 .917 1.024 1.127 1.271 1.404 
2701 .766 .853 .967 1.066 1.191 1.313 

TLL 695 .729 .848 .991 1.100 1.248 1.356 
OF 695 .749 .858 .994 1.119 1.255 1.376 
C 2805 .847 .919 1.015 1.098 .1.215 1.316 

alndexes computed only when county population in the color group was 5,000 
or more 

Table 4. Percent of counties in highest quintile of each index 
by color and sex: United States counties 1969 -1971 

Indexes for which county classified in highest quintiles 
Color -Sex All SMR 

and 
RMI 

SMR 
and 
YLL 

RMI 
and 
YLL 

SMR 
only only 

YLL 
only 

None Total 
N 

White male 7.8 1.8 2.9 6.0 7.6 5.4 3.0 65.5 100.0 2701 

White female 5.8 2.0 2.9 6.1 9.2 6.0 5.3 62.8 100.0 2701 

Other male 8.1 1.4 4.0 4.0 6.0 6.5 3.7 66.2 99.9 695 

Other female 5.2 1.9 5.2 5.2 7.9 7.5 4.2 63.0 100.1 695 

Combined 7.1 1.6. 3.3 6.1 7.7 5.2 3.5 65.5 100.0 2805 

aNumbers of counties in highest quintile of each index vary slightly due to 
ties and interpolation 

Table 5. Relationship between counties classified by combined YLL and 
color -sex specific YLL indexes: United States counties 1969 -1971 

Combined YLL Index 
Color -Sex Highest 

20% (H) 

Middle 
60Z (M) 

Lowest 
201 (L) 

Total 
Na 

H 72.2 27.6 0.2 100.0 547 

M 8.1 84.7 7.2 100.0 1621 
L 0.9 19.4 79.7 100.0 533 

Total 20.5 60.2 19.3 100.0 2701 

H 57.7 41.6 0.7 100.0 542 
M 11.6 74.6 13.8 100.0 1618 
L 4.1 38.0 57.9 100.0 541 

Total 20.5 60.2 19.3 100.0 2701 

H 63.8 36.2 -- 100.0 140 
8.4 80.8 10.8 100.0 417 

L 0.7 40.7 58.6 100.0 138 

Total 18.3 63.9 17.8 100.0 695 

H 56.2 43.1 0.7 100.0 139 
OF M 12.2 77.1 10.7 100.0 419 

L 1.4 44.6 54.0 100.0 137 

Total 18.3 63.9 17.8 100.0 695 

alndexes computed only when county population in the color group was 5,000 
or more 
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Table 6. Selected Percentiles of coefficients of variation for Table 7. Coefficients of variation for combined mortality indexes 
each mortality index: United States counties 1969 -1971 by county population: United States counties, 1969 -1971 

Index Color- Number of Percentile 
Sex Countiesa 10 20 40 60 80 90 

WM 2701 .018 .025 .034 .043 .053 .063 

WF 2701 .020 .028 .039 .050 .064 .078 

SMR OM 695 .030 .038 .052 .063 .075 .084 

OF 695 .034 .044 .060 .072 .087 .099 

C 2805 .013 .018 .025 .032 .040 .047 

WM 2701 .066 .091 .130 .167 .220 .258 

WF 2701 .082 .119 .175 .236 .320 .398 

RMI OM 695 .083 .120 .163 .201 .249 .290 

OF 695 .097 .143 .198 .251 .314 .386 

C 2805 .052 .073 .105 .138 .185 .222 

WM 2701 .045 .064 .092 .119 .151 .176 

WF 2701 .062 .090 .133 .175 .231 .280 

YLL OM 695 .051 .073 .101 .126 .147 .164 

OF 695 .062 .092 .126 .154 .176 .198 

C 2805 .035 .047 .071 .089 .122 .143 

alndexes computed only when population in the color group was 5,000 
or more 

Coefficient of Variation Total 
Index Popu- <1% 1 5 %- 10 %- >15% % Na 

lation 

SMR 5,000 --- 59.6 39.5 0.7 0.2 100.0 554 
10,000 --- 98.0 1.9 --- 0.1 100.0 1008 
25,000 --- 99.6 0.2 0.2 --- 100.0 570 
50,000 --- 100.0 --- --- --- 100.0 332 

100,000 27.8 71.9 0.4 --- --- 100.1 270 
500,000 100.0 --- --- 100.0 52 

1,000,000 100.0 --- --- 100.0 19 

Total 5.2 86.0 8.6 0.2 0.1 100.0 2805 

RMI 5,000 --- 0.7 99.3 100.0 554 
10,000 --- 0.5 60.6 38.9 100.0 1008 
25,000 --- 61.9 37.4 0.7 100.0 570 
50,000 --- 0.6 97.9 1.5 --- 100.0 332 

100,000 --- 68.1 31.5 --- 0.4 100.0 270. 

500,000 --- 100.0 --- --- 100.0 52 
1,000,000 10.5 89.5 --- 100.0 19 

Total 0.1 9.1 27.4 29.7 33.8 100.1 2805 

YLL 5,000 1.3 59.2 39.5 100.0 554 
10,000 60.0 39.0 1.0 100.0 1008 
25,000 4.4 95.3 0.2 0.2 100.1 570 
50,000 63.0 37.0 --- --- 100.0 332 
100,000 --- 99.6 0.4 100.0 270 
500,000 --- 100.0 --- --- 100.0 52 

1,000,000 36.8 63.2 100.0 19 

Total 0.2 20.2 45.6 25.8 8.2 100.0 2805 

aBased on counties with population 5,000 or more 
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INTRODUCTION 

This paper reports the results of preliminary analyses of an 
experiment undertaken as part of a pretest for a national sur- 
vey; more refined analyses are underway and will be reported in 
a subsequent paper. The national survey will cover white ever 
married women belonging to the birth cohorts of 1901 -1910, 
i.e., women now 66 to 76 years of age. The field work for the 
pretest survey was carried out by Research Triangle Institute 
(RTI) from late June through early August 1976. 

There were a number of reasons for undertaking the experi- 
ment. First, since response rates for older persons tend to be 
somewhat lower than among younger ones (Atchley, 1969; 
Benus et al., 1971; Kish, 1965), we decided to experiment with 
different methods of contacting respondents in hopes of finding 
a contact method which would improve our response rate. We 
also hoped that if one of the lower cost methods of contacting 
respondents proved to be equally or more effective than a 
higher cost method, we could take advantage of the less expen- 
sive method in the main survey. Also, we were concerned with 
the general problems encountered in surveys today, namely, 
increasing costs and declining response rates. Finally, a review 
of recent survey literature indicated that while the effects of 
contact procedures in mail and telephone surveys on response 
rates have been rather extensively studied, only a relatively few 
controlled studies have been carried out in which the methods 
of contacting respondents for personal interviews have been 
systematically varied (Brunner and Carroll, 1967; Cartwright 
and Tucher, 1967). 

THE PRETEST SAMPLE 

The sample for the pretest survey was designed to include 
households varying in geographic location, rural -urban resi- 
dence, and socioeconomic status. From the 100 primary sam- 
pling units (PSU's) which make up RTI's national general pur- 
pose sample, 10 PSU's were selected in close proximity to or 
within the four metropolitan areas of Boston, Atlanta, Chicago, 
and Los Angeles. From each of the 10 PSU's, two secondary 
sampling units (SSU's), one urban and one rural, were purpos- 
ively selected on the basis of 1970 census data to have a high 
proportion of white females belonging to the 1901 -1910 birth 
cohorts and to include areas varying in socioeconomic status 
(SES), as indicated by median housing and rental values of the 
SSU. Within each SSU, all households containing a potentially 
eligible respondent as identified in a household screening were 
included in the sample for interviewing. 

The screening for eligible respondents was carried out in 
March and April 1976. The response rate for the screening ques- 
tionnaire was 89.9 percent. In the 2,342 housing units screened, 
377 women were identified as potentially eligible for the pretest 
interview. Since many of the screening interviews were carried 
out with another member of a household or with a neighbor, we 
expected that some cases identified as eligible for an interview 
would not meet the eligibility requirements when actually con- 
tacted for the study. In addition, some of the more detailed 
eligibility requirements were not obtained in the screening inter- 
view. 
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THE EXPERIMENT 

In the pretest survey, a 2 X 2 factorial experiment was 
carried out. The purposes of the experiment were to assess the 
main and interaction effects of two different types of proce- 
dures for contacting the potentially eligible respondents identi- 
fied in the screening. The two factors tested were the use of a 
lead letter and the method of initial contact with the respond- 
ent. The first factor, at two levels, consisted of the central 
office sending (or not sending) a lead letter to the respondent 
prior to any attempt by the interviewer to contact her. The lead 
letter explained the sponsorship and purposes of the study and 
indicated that an interviewer would be contacting the respond- 
ent. The second factor, also at two levels, consisted of assigning 
(or not assigning) the interviewer to telephone the potential 
respondent before attempting a personal visit. In the prior tele- 
phone call, the interviewer gave information about the study 
and tried to make an appointment for an interview. 

Within SSU's and within the four areas, the 377 potential 
respondents were randomly assigned into each of the four treat- 
ment combinations. The numbers of cases assigned to each 
treatment combination were: Lead Letter -Initial Telephone, 
100; Lead Letter- Initial Visit, 91; No Letter- Initial Telephone, 
96; and No Letter- Initial Visit, 90. 

In the Initial Telephone treatment, interviewers were in- 
structed to place up to four telephone calls to the respondent to 
set up an interview appointment. After no more than four 
unsuccessful attempts at telephoning, the interviewer made a 
personal visit to try to contact the respondent. In the Initial 
Visit treatment, up to two personal visit attempts were made 
prior to any telephone attempt to contact the respondent. Only 
after the second unproductive visit was the interviewer allowed 
to telephone to try to make an appointment. 

During the course of the field work, 66 cases had to be 
removed from the experiment because the assigned treatment 
could not be followed. An additional 55 potential respondents 
were determined as ineligible for an interview because of age, 
race, marital status, or nativity eligibility requirements of the 
survey, or because they had died or moved. Thus a total of 256 
cases, or 68 percent, were considered eligible for an interview 
and remained in the experiment. In the tables to be presented, 
only 255 of these 256 eligible, experimental cases are included 
because the data on one case was received too late to be in- 
cluded in the analysis. 

RESULTS 

This section describes the results of preliminary analysis of 
the effects of the experimental treatments on the response rate, 
the refusal rate, and the cost associated with obtaining com- 
pleted interviews. Given the very limited time available for 
analysis, we felt that a reasonable technique for analyzing the 
results of the experiment was an unweighted analysis of vari- 
ance of cell means (proportions). Because there were different 

. numbers of individuals per cell and different cell proportions, 
the cell mean variances were not equal. However, because 
neither the cell sizes nor proportions varied greatly, it was felt 
that F -test procedures would be robust against the lack of strict 



Table 1. Response Rates, Refusal Rates, Telephone and Visit Effort Ratios, Cost Ratios, and Number of Eligible Experimental Cases for High, Medium, 
and Low Socioeconomic Status (SES) Secondary Sampling units ISSU's), by Treatment 

High SES (SSU's) Medium SES (SSU's) Low SES ISSU's) SSU's 

Lead 

letter 
No 

letter Total 
Lad No lead 
letter letter Total 

Lead 
letter 

No lead 

letter Total 
Lad 
letter 

No teed 
letter Total 

A. Response Rates 

Telephone 36.8 43.8 40.0 64.3 66.7 65.4 54.8 72.4 63.3 51,6 63.2 57.0 

Initial Visit 35.3 33.3 34.4 50.0. 47.4 48.6 52.9 63.6 58.2 47.8 52.2 50.0 

Total 36.1 38.7 37.3 56.7 54.8 55.7 53.8 67.7 60.6 49.6 57.3 53.3 

B. Refusal Rates 

Initial Telephone 57.9 56.3 57.1 28.6 25.0 26.9 16.1 24.1 20.0 31.3 33.3 32.2 

Initial Visit 58.8 46.7 53.1 25.0 47.4 37.1 29.4 27.3 28.4 35.8 37.3 36.6 

Total 58.3 51.6 55.2 26.7 38.7 32.8 23.1 25.8 24.4 33.6 35.5 34.5 

C. Ratios of Numbers of Telephone (T) and Visit (V) Eiforts for all Eligible Caws to Number of Interviews Completed 

Initial Telephone 5.2T 8.2T 6.8T 3.3T 2.5T 2.9T 4.9T 3.5T 4.1T 4.5T 4.1T 4.4T 

2.4V 2.3V 2.3V 3.0V 1.6V 2.3V 2.4V 2.2V 2.2V 2.5V 2.1V 2.3V 

Initial Visit 2.5T 3.3T 2.91 1.6T 1.3T 1.4T 2.5T 0.8T 1.5T 2.3T 1.3T 1.81 

7.1V 7.8V 7.3V 6.2V 5.9V 6.2V 4.2V 3.8V 4.0V 5.2V 5.0V 5.0V 

Total 3.9T 6.2T 5.1T 2.5T 1.8T 2.2T 3.7T 2.8T 3.4T 2.8T 3.0T 

4.4V 4.7V 4.6V 4.6V 4.0V 4.3V 3.3V 3.0V 3.1V 3.8V 3.5V 3.8V 

D. Ratios of Total Cost of Efforts for all Eligible Cases to Number of Interviews Completed 

initial Telephone 21.6 23.3 22.4 23.8 13.6 19.0 21.3 18.4 19.7 22.0 18.3 20.1 

Initial Visit 51.2 57.4 54.0 44.9 42.9 43.9 31.6 26.6 28.9 38.6 35.2 36.8 

Total 35.2 37.5 36.3 33.7 29.1 31.4 26.6 22.5 24.4 30.2 26.6 28.3 

E. of Eligible Cases 

Initial Telephone 19 16 35 14 12 26 31 29 60 64 57 121 

Initial Personal 17 15 32 16 19 35 34 33 67 67 67 134 

Total 36 31 67 30 31 61 65 62 127 131 124 255 
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homogeneity of variances. 
In the analyses of variance to be reported below, the SES of 

SSU's was included as a control variable because earlier regres- 
sion analyses (results not shown) had indicated that it had 
important effects on whether a woman responded, refused, etc. 
The contrasts tested by the analyses of variance were: Initial 
Telephone versus Initial Visit; Lead Letter versus No Lead 
Letter; interactions between letter and initial contact treat- 
ments; and differences among the three levels of SES (of 
SSU's). Other interactions, such as those between SES and the 
treatments, were not included but will be examined in future 
analyses using other techniques. One disadvantage of analysis of 
variance of mean values is the inability to derive a "pure" error 
term directly; contrasts are tested by using, for error, inter- 
action mean squares. In the analyses described below, the SES 
by initial contact methods, SES by letter treatments, and SES 
by initial contact methods by letter treatments sums of squares 
comprised the error sums of squares. 

Response Rates. The response rate, defined as the propor- 
tion of the eligible experimental cases who completed inter- 
views, was 53.3 percent for the pretest survey. The response 
rates for the four treatment combinations by the three levels of 
SES of SSU's are presented in Panel A of Table 1. In the 
analysis of variance, the simple averages of the response rates of 
these 12 cells were compared. These simple means for SES 
were: High SES, 37.3; Medium SES, 57.1; and Low SES, 60.9. 
The values tested for the treatment contrasts were: 

Lead 
Letter 

No Lead 
Letter Total 

Initial Telephone 

Initial Visit 

Total 

52.0 

46.1 

49.1 

61.0 

48.1 

54.6 

56.5 

47.1 

51.8 

The results of the analysis of variance of the response rates 
are presented in Table 2. 

Table 2. Analysis of Variance of Unweighted Response Rates by Treatment 
and Socioeconomic Status (SES) of Secondary Sampling Units (SSU's) 

Source of variation 
Degrees of 
freedom 

Sums of 
squares F P -value 

Assigned Initial Contact 1 .02634 7.90 0.031 

Letter 1 .00906 2.72 0.150 

Assigned Initial Contact x Letter 1 .00359 1.08 0.339 

SES of SSU 2 .12874 19.31 0.003 

Error 6 .02001 

Total 11 .18774 

The Initial Telephone versus Visit comparison was statistically 
significant, but the letter comparison was not. Nor were there 
significant interaction effects between letter and initial contact 
treatments. But the SES of SSU's had significant effects on 
response rates. 

The Initial Telephone treatment produced a significantly 
larger response rate (57 percent) than the Initial Visit treatment 
(47 percent). The No Lead Letter treatment also resulted in a 
better response rate (55 percent) than the Lead Letter treat- 
ment (49 percent), but this was not statistically significant 
when the influence of initial contact and SES were adjusted for 
in the analysis of variance procedures used. Whether the Initial 
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Telephone treatment occurred following a lead letter or not, it 
obtained higher response rates than the Initial Visit treatment. 
The SES of SSU's was important, the response rate in low and 
medium SES areas being markedly better (61 and 57 percent, 
respectively), than that of the high SES SSU's (37 percent). 
Although not examined in the analysis of variance, there appear 
to be some interesting interactions between the treatments and 
SES, as can be seen in Panel A of Table 1. 

Refusal Rates. The refusal rate (proportion of eligible 
experimental cases refusing to participate) was 34.5 percent for 
the pretest survey. Besides refusal, there were other reasons for 
nonresponse, such as physical or mental incapacitation, and 
being away temporarily. But the present analysis examined only 
the rates of refusal because refusal accounted for about three - 
quarters of all nonrespondents. 

Panel B of Table 1 presents the refusal rates by treatment 
and SES. Analysis of variance of the refusal rates found no 
significant treatment, treatment interaction, or SES effects. 
Thus while the Initial Telephone treatment seemed to result in 
better response rates, it did not reduce the incidence of refusal. 
This indicates that the other components of nonresponse 
require study. 

Cost Effectiveness. Although our cost analysis is even more 
preliminary than those already discussed, the results are so strik- 
ing that they are presented here. We do not expect that further 
analysis will change the conclusions drawn from these results. 

For each eligible experimental case was recorded the total 
number of telephone calls placed and the number of attempts 
to make personal visits by all field personnel involved in the 
case to bring it to final resolution. The telephone and visit 
efforts were counted regardless of outcome (such as busy signal, 
no one at home, spoke with relative, etc.) 

Panel C of Table 7 presents the ratios of the number of 
telephone and visit efforts expended on all eligible cases to the 
number of interviews completed. The Initial Telephone treat- 
ment required more telephone efforts (4.4 on the average) but 
fewer visit efforts (2.3) to obtain a completed interview than 
did the Initial Visit treatment (which took an average of 1.8 
telephone efforts and 5.0 visit efforts). It appears that the prior 
telephone calls were successful in achieving their goal of setting 
up interview appointments and that generally the appointments 
were kept, thus reducing the number of personal visits required. 
Overall, whether a lead letter had been sent or not did not have 
much influence on the level of efforts expended, although some 
differences in the efforts needed by the two letter treatments 
appeared under the various SES conditions. 

To study cost effectiveness, the telephone and visit efforts 
were converted to cost. The expense reports for as much of the 
interviewing period as was available were examined for an inter- 
viewer randomly selected from each of the four study areas. 
The data indicated that the average mileage cost per visit effort 
was $2.75. Since detailed telephone expenses were not readily 
available, direct telephone costs were assumed to be $.20 per 
call effort. The cost of labor (C) of each interviewer was as- 
sumed to be a function of the number of telephone and visit 
efforts she made, and the total cost then was found as a func- 
tion of the direct costs and labor costs for telephone and visit 
efforts: 

Total cost (Cphone + $.20) (No. calls) + (Cvisit + $2.75) (No. visits) 

Components of the labor costs for the four interviewers were 
estimated by least squares, yielding an estimate of the total cost 
as $.90 per telephone effort and $6.97 per visit effort. This cost 
function was used to convert the effort data to cost. 

To assess cost effectiveness, the cost of pursuing all eligible 
women in a given treatment and SES condition was divided by 
the number of respondents in that condition who actually com- 
pleted an interview. These cost ratios are presented in Panel D 
of Table 1. 

Analysis of variance of the logarithm of the cost ratios was 



performed, with the results seen in Table 3. 

Table 3. Analysis of Variance of the Logarithm of Cost Ratios by Treatment 
and Socioeconomic Status (SES) of Secondary Sampling Units (SSU's) 

Degrees of Sums of 
Source of variation freedom squares F P -value 

Assigned Initial Contact 1 1.55484 31.50 0.001 

Letter 1 0.04460 0.90 0.379 

Assigned Initial Contact x Letter 1 0.02331 0.47 0.518 

SES of SSU 2 0.28349 2.87 0.133 

Error 6 0.29618 

Total 11 2.20243 

The logarithm of cost ratios was analyzed since it was thought 
that the ratio of cost ratios between two treatment conditions 
was more meaningful than the difference between cost ratios. 

The analysis of variance did not show significant differences 
in cost ratios among letter treatments or SES levels; nor were 
there significant treatment interactions. Only the initial contact 
treatments differed significantly in their cost ratios. The Initial 
Telephone treatment resulted in much smaller cost ratios than 
the Initial Visit treatment. Panel D of Table 1 shows that the 
Initial Visit treatment was superior in cost effectiveness follow- 
ing either of the letter treatments and in every SES condition. 
In the various letter treatment by SES conditions, the cost 
ratios of the Initial Telephone treatment ranged from 32 to 69 
percent of those of the Initial Visit treatment. Thus, not only 
did the Initial Telephone treatment produce better response 
rates than the Initial Visit treatment, it also was a more cost 
effective method of obtaining the interviews. 

The cost function used to convert the effort data to cost 
was estimated on the basis of incomplete data. When calculated 
on the basis of complete data, the ratio of cost associated with a 
visit effort to the cost of a telephone effort may be found to 
differ from the 7:1 ratio reported above. But even if the ratio 
should be only 2:1, the cost ratio of obtaining an interview by 
the Initial Telephone treatment would still be only 76 percent 
of that of the Initial Visit treatment (based on the telephone 
and visit efforts reported for the two treatments in Panel C of 
Table 1). Therefore, it seems safe to judge that when the cost 
function is recalculated based on complete data, the conclusion 
will remain that the Initial Telephone treatment was more cost 
effective than the Initial Visit treatment. 

SUMMARY AND CONCLUSION 

In the preliminary analyses presented, there is no evidence 
that sending a lead letter to a potential respondent affected the 
response or refusal rate, nor is there evidence that the lead letter 
influenced the cost effectiveness of obtaining interviews. If any- 
thing, it may have tended to depress response rates under cer- 
tain SES by initial contact conditions. 
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The early analyses also showed that instructing interviewers 
to attempt to reach their respondents first by telephone to set 
up an appointment was an effective method. The Initial Tele- 
phone method produced better response rates, and at less rela- 
tive cost, than trying to reach the respondent initially by a 
personal visit. It was cost effective because although more tele- 
phone calls had to be placed, fewer visits (the more expensive 
effort) needed to be made to obtain interviews. The Initial Tele- 
phone treatment did not reduce the refusal rate, however. 

No significant interaction effects were found between the 
letter and initial contact treatments, either with respect to the 
response rate, refusal rate, or cost effectiveness. 

Finally, the SES of SSU's affected response rates, but not 
refusal rates or cost effectiveness. High SES areas yielded much 
worse response rates than medium or low SES areas. 

The alarmingly high refusal rate obtained in the pretest sur- 
vey clearly requires further investigation. Until a detailed study 
has been performed, one can only speculate on the factors re- 
sponsible for such a large proportion of the elderly women 
refusing to be interviewed. 

The analyses reported are preliminary. They have yielded 
some interesting findings, but they should not be considered 
conclusive. In the near future, we plan to reexamine the main 
and interaction effects of the treatments, using other methods 
of analysis (including weighted methods), and also to investigate 
various interaction effects between SES and treatments. In par- 
ticular, the categorical data methods of Grizzle, Starmer, and 
Koch (1969) will be used to yield a complete analysis of the 
response and refusal rates, as well as other components of the 
nonresponse rate. Cost effectiveness, based on more complete 
data, will also be further studied. For the cost ratios, Taylor 
series approximations to their variances will be used to perform 
additional analysis with respect to the various SES by treatment 
interactions. 
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PERCEIVED HEALTH STATUS - HOW GOOD IS PROXY REPORTING? 

Mary Grace Kovar and Ronald W. Wilson 
National Center for Health Statistics 

The measurement of health status has been a 
perennial problem which has plagued and in- 
trigued workers in the health field for many 
years. Measures from vital statistics, 
primarily mortality measures based on death 
rates, were used as the best available method 
and are still used in the absence of other data, 
although it has long been recognized that the 
concept of health status includes the extent of 
disability and morbidity in the living popula- 
tion. Even sophisticated measures of death 
alone are not sufficient. 

The attempt to incorporate measures of the 
health of the living population has led to an 
extensive literature on health indexes (the 
National Center for Health Statistics' Clearing- 
house on Health Indexes is an excellent biblio- 
graphic reference for recent work). Many of the 
indexes for health status which have now been 
developed are extremely sophisticated and 
exhibit a high degree of ingenuity.', 2, 3, 4 

Unfortunately, many of them depend on data which 
are not readily available. Some of the indexes 
require measures which are extremely difficult 
to obtain without long and costly household 
interview surveys with highly structured 
questionnaire design. These require careful 
interviewer training for consistency in data 
collection and extensive data processing to 
combine the responses into an index. 

Since the need for a measure of health status 
has increased with the passage of legislation 
(P.L. 93 -641 requires the measurement of health 
status for health planning), it would be 
extremely helpful to have a measure based on 
easily collectable data. One approach is to 
simply ask people their opinions about their own 
health. This has been done on a number of 
studies and the responses have been found to 
correlate highly with other measures of status, 
need, and utilization of health services. 

The version of the question used in the Health 
Interview Survey conducted by the National 
Center for Health Statistics is "Compared to 
other persons ...'s age, would you say that his 
health is excellent, good, fair, or poor ?" Some 

examples of the proportion of persons in each 
age -health status group who report specified 
measures of utilization or disability are shown 
in Table 1. It is obvious that with each de- 
cline in reported health status, the proportion 
for whom utilization of physicians' or hospital 
services is reported increases as does the pro- 
portion for whom limitation of activity is 
reported. Such relationships are consistent 

with the findings from other studies indicating 
that the simple question on health can be used 
as a predictor for other measures of interest. 
Perceived health status was also consistent 
with the reporting found on demographic meas- 
ures. Old people, poor people, rural residents, 
e.g., had relatively high proportions for whom 
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poor health was reported, corresponding with the 
generally high levels of disability among these 
groups. 

It must be pointed out, however, that the ques- 
tion on the Health Interview Survey was not asked 
in isolation but was included as part of a 
questionnaire in which numerous other questions 
about health were asked. It followed questions 
on two -week disability days, physician visits, 
and limitation of activity. The relationships 
shown here may be influenced somewhat by the 
questionnaire context. 

If perceived health status is indeed a useful 
measure as it appears to be, then a methodologi- 
cal question arises in the collection of the 
information. Is it necessary to ask each indi- 
vidual the question or can one family member 
report for the entire family living in the same 
household? This question is important,as all 
survey researchers know, because it is more costly 
and time consuming to collect data if each person 
must answer individually than it is if one re- 

spondent can report for the household. 

An opportunity to evaluate the effect of self and 
proxy respondents arose from an experiment con- 
ducted by the Health Interview Survey in the 
Spring of 1972. The background and field experi- 
ence of this study has been reported on in 
previous papers in the Proceedings of the Social 
Statistics Section and an extensive discussion of 
the methodology is contained in the technical 
appendix of a forthcoming NCHS publication.5, 6 

In brief, the independent weekly samples were 
assigned to experimental and control groups. 
During half of the quarter, the regular HIS re- 

spondent rules, where frequently only one adult 
responds for the household, were in effect. 

During the other half all adults were required to 
respond for themselves and additional visits were 
made as needed. Other than the change in the 
respondent rule, all regular survey procedures 
remained in effect so that the experiment was 

conducted in the context of an ongoing National 

survey and the quality of the regular data col- 

lection was maintained. National estimates were 

made separately for both the control and experi- 
mental periods so that aggregate data were avail- 
able to compare the National estimate as derived 
with the usual respondent procedures with those 

under the self- respondent rule. Only percent 

of adult males and 3 percent of females had a 
proxy respondent during the experimental weeks in 

contrast with 41 and 14 percent during the con- 

trol or usual procedure weeks. 

We will now look at the differences that occur in 

perceived health status using the experimental 

respondent rules and the standard respondent 

rules. Tables 2 -7 present estimates of the per- 

cent of the population in a number of categories 
who would be classified as being in excellent, 
good, fair or poor health as derived by each pro- 



cedure. Data are presented for both males and 
females by color, age, family income, marital 
status and education of the head of the family. 
In addition, the percent difference between the 
experimental and the control procedures is shown 
for each category. A negative difference indi- 
cates that the estimates based on the standard 
respondent rule yields a higher response, a 
positive difference indicates a higher level 
using the self- respondent rule. Table 2 shows 
that in general the standard respondent rules 
appear to yield somewhat higher estimates of the 
proportion of the persons, both male and female, 
whose health is rated as "excellent." For ex- 
ample, overall 49.2 percent of males are rated 
as "excellent" under the standard rule while 
45.4 percent are rated as "excellent" under the 
self- response rule. None of the differences for 
females are statistically significant at the 10 
percent level. Table 3 shows the estimates of 
persons rated as being in "good" health. The 
pattern here is reversed with the standard rule 
yielding lower rates than the self -rule. The 
results from these two tables seem to indicate 
that respondents tend to be more critical, i.e., 
more likely to rate themselves as "good" rather 
than "excellent," when evaluating their own 
status, than when evaluating someone else's 
health, usually that of a spouse. Some of the 
differences by socio- demographic categories are 
difficult to explain. The easiest explanation 
of these differences applies to the one found 
for married men who are least likely of all 
groups to be self respondents under the standard 
rule. Their wives, or whoever responds for them, 
are apparently more likely to report "excellent" 
health for them than they report for themselves. 
This results in a higher proportion of 
"excellent" ratings than under the self response 
rule. 

The differences between the control and experi- 
mental groups on the reporting of "excellent" or 
"good" health status disappear when the two 
health status categories are combined (Table 4). 
There are no significant differences between the 
estimates based on the two respondent procedures. 

Tables 5 and 6 show the impact of the respondent 
rules on the reporting of "fair" and "poor" 
health status. The pattern is less clear at 
this end of the health status spectrum. Only 
one statistically significant difference was 
found at the "fair" health status level. Only 
three significant differences were found at the 
"poor" health status level. Also, there is no 
pattern in the direction of the differences. 
However, as with the more positive end of the 
health status continuum,when the "poor" and 
"fair" categories are combined, (Table 7) the 
only significant difference occurred for females 
in families where the head had less than a high 
school education. 

Conclusion 

We have looked at the impact of two different 
respondent rule procedures, the use of a house- 
hold respondent versus all self- respondents, on 

the reporting of perceived health status. While 
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some differences occur in the "excellent" and 
"good" health categories, with the all self - 
respondent procedure giving lower estimates of 
"excellent" health and higher estimates of "good" 
health, the differences are minimal when the two 
categories are combined. By combining the "fair" 
and "poor" categories the differences also dis- 
appear. These findings would seem to indicate 
that if "excellent" plus "good" health can be 
interpreted as the positive end of a health 
status continuum and "fair" plus "poor" as the 
negative end, then the use of standard respondent 
rules provides a population estimate of health 
status comparable to a self- reported estimate. 
However, this is only a measure of positive or 
negative direction on a health status continuum. 
If the concern is for the strength or degree, 
that is, the differentation between "good" and 
"excellent" health status and to a lesser extent 
between "fair" and "poor" health status, then the 
two response rules provide somewhat different 
results. Even so, the differences that occur 
between the self and standard rules in the 
"excellent" and "good" categories are not large, 

between about 5 and 16 percent of the estimate 

under the standard rules. 

Therefore, in conclusion, it appears that house- 
hold respondents can be used to report the per- 
ceived health status of other household members. 
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Table 1. Percent of persons in specified health status and age category 
with ten or more doctor visits in past 12 months, with one or more 
hospital episodes in past 12 months, and with limitation in major 
activity: United States, 1974 

Age 

Health status 

Doctor visits: 

Health status 
Excellent 
Good 
Fair 
Poor 

Hospital episodes: 

65 

Under 17 -44 45 -64 and 
17 over 

Percent with 10 or more doctor visits 
in past 12 months 

I 

3.7 6.0 4.6 8.5 
7.1 10.1 8.7 14.0 

23.1 23.3 22.2 25.6 
51.3 48.8 45.6 43.6 

Percent with one or more hospital ep- 
isodes in past 12 months 

Health status 
Excellent 4.3 9.0 
Good 6.5 12.7 

Fair 14.9 22.4 
Poor 31.5 40.2 

Limitation in major activity: 

Health status 
Excellent 
Good 
Fair 
Poor 

7.0 

11.1 
19.0 

35.6 

10.3 
13.6 

21.7 

35.2 

Percent with limitation in major 
activity 

0.6 

2.1 

13.7 

48.4 

1.3 

5.2 

23.0 
68.1 

3.2 
11.2 

42.8 
86.0 

14.4 

31.2 

60.2 
88.4 

NOTE: Data in this paper are based on household interviews of the 

civilian, noninstitutionalized population. 

SOURCE: Unpublished data from the Health Interview Survey, National 

Center for Health Statistics. 
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Tables 2, 3, 4. POSIT1VL HEALTH STATUS: Rate per 100 population based on self -respondent and standard - 
respondent rules and percent difference between these rates by sex and selected population character- 

istics: United States, Spring 1972 

Selected characteristics 

Table 2. 

Total - 17+ years 

EXCELLENT 

White-- - 
other- 

17 -24 years 

Color 

25 -44 years 
45 -64 years 
65 years and over 

Family income 
Less than $5,000 
$5,000- $9,999 
$10,000- $14,999 - - 

$15,000 or more 
Marital status 

Married- - 
Widowed, separated, divorced 
Never married - 

Education of head of family 
Less than 12 years 
12 years 
13 years or more 

Table 3. 

Total 17+ years 

White 
other 

GOOD 

Color 

17 -24 years 
25 -44 years 
45 -64 years 
65 years and over 

Family income 
Less than $5,000 - - -- 
$5,000- $9,999 
$10,000- $14,999 
$15,000 or more 

Marital status 
Married 
Widowed, separated, divorced 
Never married 

Education of head of family 
Less than 12 years------ - 
12 years 
13 years or more 

Table 4. EXCELLENT + GOOD 

Total - 17+ years 

White 
All other 

Color 

17 -24 years 
25-44 years 
45 -64 years 
65 years and over 

Family income 
Less than $5,000 
$5,000-$9,999- 

$10,000-$14,999 

$15,000 or more- - 
Marital status 

Married 
Widowed, separated, divorced 
Never married 

Education of head of family 
Less than 12 years 
12 years 
13 years or more 

Hale Female 

Self 
respon- 
dent 
rule 

Stan - 
dard 
respon- 
dent 
rule 

Per - 
cent 
differ - 
ence 

Self 
respon- 
dent 
rule 

Stan- 
dard 
respon- 
dent 
rule 

Per - 
cent 
differ - 
ence 

45.4 49.2 -7.7t 40.9 41.9 -2.4 

45.9 50.7 -9.5t 41.9 43.7 -4.1 

40.4 37.3 8.3 32.2 28.3 13.8 

54.8 58.1 -5.7 50.9 52.8 -3.6 

56.8 59.5 -4.5 49.7 49.1 1.2 

35.8 40.7 -12.01 33.6 34.9 -3.7 
27.6 28.6 -3.5 27.2 29.1 -6.5 

31.2 29.6 5.4 28.2 27.0 4.4 
41.4 45.2 -8.4t 38.5 40.4 -4.7 
51.1 55.7 -8.3 48.1 50.5 -4.8 
57.9 64.0 -9.5t 53.8 56.5 -4.8 

45.8 50.7 -9.7t 42.3 43.5 -2.8 
33.8 34.0 -0.6 32.7 33.9 -3.5 
49.3 49.8 -1.0 47.6 47.8 -0.4 

32.3 33.5 -3.6 29.5 28.5 3.5 

49.6 55.8 -11.11 44.3 45.9 -3.5 
61.4 66.5 -7.7t 57.6 60.0 -4.0 

38.2 35.3 8.21 41.1 39.1 5.1- 

38.1 34.4 10.1t 41.0 38.7 5.9' 

38.8 40.8 -4.9 42.2 42.4 -0.5 

37.3 35.1 6.3 40.8 38.1 7.1 

34.2 32.6 4.9 39.8 38.9 2.3 
42.1 38.1 10.5t 43.8 40.4 8.4- 
40.2 36.5 10.1 38.9 38.1 2.1 

36.3 36.2 0.3 40.0 39.2 2.0 
40.9 38.2 7.1 44.7 40.2 11.2 

39.4 36.4 8.2 40.5 40.0 1.3 

34.2 30.0 14.0 36.5 35.7 2.2 

38.0 34.0 11.8t 41.6 39.5 5.3 
39.2 41.4 -5.3 39.8 37.3 6.7 
38.3 37.8 1.3 40.4 40.4 0.0 

41.1 40.8 0.7 43.8 42.4 3.3 
39.6 34.3 15.5t 42.8 40.8 4.9 

32.2 27.7 r6.2í 34.3 31.5 8.5 

83.5 84.5 -1.2 82.0 81.0 1.2 

84.0 85.3 -1.5 82.9 82.4 0.6 
79.3 78.1 1.5 74.4 70.7 5.2 

92.1 93.2 -1.2 91.8 90.9 1.0 

91.0 92.1 -1.2 89.5 88.0 1.7 

77.9 78.8 -1.1 77.4 75.3 2.8 

67.8 65.1 4.1 66.1 67.2 -1.6 

67.5 65.8 2.6 68.2 66.2 3.0 

82.3 83.4 -1.3 83.2 80.6 3.2 

90.5 92.1 -1.7 88.7 90.6 -2.1 

92.1 94.0 -2.0 90.3 92.2 -2.1 

83.9 84.8 -1.1 83.9 82.9 1.2 

73.0 75.4 -3.2 72.5 71.2 1.8 

87.6 87.5 0.1 88.0 88.3 -0.3 

73.4 74.4 -1.3 73.3 70.8 3.5 
89.1 90.1 -1.1 87.1 86.7 0.5 

93.6 94.2 -0.6 91.9 91.5 0.4 

t Difference is statistically significant at the 0.10 level. 

SOURCE: Unpublished data from the Health Interview Survey, National Center for Health Statistics. 
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Tables 5, 6, 6 7. NEGATIVE HEALTH STATUS: Rate per 100 population based on self -respondent and standard - 
respondent rules and percent difference between these rates by sex and selected population character- 

istics: United States, Spring 1972 

Selected characteristics 

Table 5. FAIR 

White 
All other 

Total - 17+ years 
Color 

17 -24 years 
25 -44 years 
45 -64 years 
65 years and over 

Less than $5,000 

$5,000- $9,999 
$10,000- $14,999 

$15,000 or more 

Family income 

Marital status 
Married 
Widowed, separated, divorced 
Never married 

Education of head of family 
Less than 12 years 
12 years 
13 years or more 

Table 6. POOR 

Total - 17+ years 

White 
All other 

Color 

17 -24 years. 
25 -44 years 
45 -64 years 
65 years and over 

Less than $5,000 
$5,000- $9,999 
$10,000- $14,999 
$15,000 or more 

Family income 

Marital status 
Married 
Widowed, separated, divorced 
Never married 

Education of head of family 
Less than 12 years 

12 years 
13 years or more 

Table 7. FAIR + POOR 

Total - 17+ years 
Color 

White 
All other 

Age 
17 -24 years 
25 -44 years 
45 -64 years 
65 years and over 

Family income 

Less than $5,000 
$5,000- $9,999 
$10,000 -$14,999 
$15,000 or more 

'Married 

Widowed, separated, divorced 
Never married 

Education of head of family 
Less than 12 years 
12 years 

13 years or more 

Marital status 

Male Female. 

Self 
respon- 
dent 
rule 

S tan - 
dard 
respon- 
dent 

rule 

Per - 
cent 
differ - 
ente 

Self 
respon- 
dent 
rule 

Stan - 
dard 
respon- 
dent 
rule 

Per - 
cent 
differ- . 

ence 

11.8 11.3 4.4 13.9 14.2 -2.1 

11.5 10.8 6.5 13.2 13.2 0.0 
14.2 15.3 -7.2 20.2 22.4 -9.8 

6.0 5.3 13.2 6.7 8.4 -20.2 
6.8 5.9 15.3 8.7 9.2 -5.4 
15.1 15.4 -1.9 17.6 17.9 -1.7 
23.4 24.6 -4.9 24.4 23.9 2.1 

22.3 22.3 0.0 24.0 24.7 -2.8 
12.1 13.3 -9.0 13.2 15.1 -12.6 
7.8 6.3 23.8 9.5 7.0 35.7+ 
6.0 4.9 22.4. 7.3 6.3 15.9 

11.6 11.0 5.5 13_0 13.1 -0.8 
18.4 18.1 1.7 19.4 20.7 -6.3 
9.2 9.3 -1.1 9.3 8.6 8.1 

18.7 18.3 2.2 20.3 21.8 -6.9 
8.4 7.8 7.7 10.3 9.9 4.0 
4.5 4.5 0.0 6.5 7.0 -7.1 

3.8 3.5 8.6 3.2 3.9 -17.9 

3.5 3.2 9.4 3.1 3.6 -13.9 
6.0 6.1 -1.6 4.5 6.2 -27.4 

0.8 0.8 0.0 0.5 0.0 0.0 
1.3 1.5 -13.3 1.2 2.0 -40.0 
6.2 4.9 26.5 4.2 6.0 -30.0t 
7.6 9.7 -21.6 8.0 7.9 1.3 

9.4 11.2 -16.1 7.1 8.3 -14.5 
4.7 2.9 62.11 2.9 3.5 -17.1 

1.0 1.2 -16.7 1.3 1.9 -31.6 
0.8 0.8 0.0 1.2 1.3 -7.7 

3.6 3.5 2.9 2.2 3.2 -31.3+ 
7.9 5.8 36.2 7.4 7.3 1.4 

2.5 2.6 -3.8 1.4 2.2 -36_4 

6.9 6.6 4.5 5.3 6.7 -20.9 

1.4 1.3 7.7 1.6 2.1 -23.8 
1.4 1.2 16.7 1.1 1.3 -15.4 

15.6 14.9 4.7 17.2 18.2 -5.5 

15.0 14.1 6.4 16.2 16.8 -3.6 
20.3 21.4 -5.1 24.7 28.5 -13.3 

6.8 6.1 11.5 7.2 8.4 -14.3 
8.1 7.4 9.5 10.0 11.2 -10.7 

21.3 20.3 4.9 21.7 23.9 -9.2 
31.0 34.3 -9.6 32.4 31.8 1.9 

31.7 33.6 -5.7 31.1 33.0 -5.8 
16.8 16.2 3.7 16.1 18.7 -13.9 

8.7 7.5 16.0 10.8 9.0 20.0 

6.8 5.7 19.3 8.4 7.5 12.0 

15.2 14.5 4.8 15.2 16.3 -6.7 
26.3 24.0 9.6 26.8 28.0 -4.3 
11.7 11.9 -1.7 10.7 10.8 -0.9 

25.7 24.9 3.2 25.7 28.4 -9.5t 
9.8 9.2 6.5 11.9 12.1 -1.7 

5.9 5.7 3.5 7.6 8.4 -9.5 

t Difference is statistically significant at the 0.10 level. 

SOURCE: Unpublished data from the Health Interview Survey, National Center for Health Statistics. 
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Table 8. Estimated population by sex and selected population 
characteristics: United States, Spring 1972 

Selected characteristic Male Female 

Population in thousands 

Total 19+ years 61,218 69,591 

Age 

19 -44 years 32,919 35,861 
45 -64 years 20,026 22,154 
65 years and over 8,273 11,576 

Color 

White 54,844 61,790 

All other 6,374 7,801 

Family income 

Less than $5,000 11,741 17,200 

$5,000 -$9,999 18,059 20,191 

$10,000- $14,999 14,941 15,041 

$15,000 or more 13,278 13,075 

Education of head of family 

Less than 12 years 25,677 30,188 

12 Years 17,909 20,844 

13 years or more 16,930 17,768 

Marital status 

Married 46,170 47,396 

Widowed, separated, divorced 5,103 14,674 

Never married 9,945 7,521 

NOTE: For official population estimates see Bureau of the 

Census reports on the civilian population of the United States, 

in Current Population Reports, Series P -20, P -25, and P -60. 

SOURCE: Unpublished data from the Health Interview Survey, 

National Center for Health Statistics. 
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A MODEL OF POPULATION GROWTH INVOLVING MORTALITY - 
FERTILITY INTERACTIONS: SOME TENTATIVE RESULTS FOR INDIA* 

G. K. Kripalani, Western Michigan University 

In analyses of population growth in the 
low income countries, there have not been many 
attempts to consider in an integrated and com- 
prehensive way the interactions between the 
major determinants of change. A reasonably 
adequate framework of analysis must take into 
account mortality- fertility interactions in low 
income societies as significant reductions in 
mortality are achieved and sustained. Only 
such an empirically realistic framework of 
analysis may be expected to provide meaningful 
insights into the role played by policy and non - 
policy parameters in the model and to provide a 
valid basis for making population projections. 

There is general consensus that high 
rates of population growth witnessed in many 
parts of the low- income world in the last two 
decades were due, in large measure, to very 
significant declines in mortality rather than 
rises in fertility rates. What has remained a 
controversial issue, however, is the nature and 
extent of household fertility behaviour response 
to continuously improving mortality experience. 

While still treating mortality changes as 
exogenous, the present research hypothesizes 
that birth rates may respond in downward 
fashion to declines in death rates. The main 
elements of the hypothesis pertain to household 
family formation behaviour and are: (a) the 
concept of Desired Family Size; (b) household 
response to past mortality changes via lagged 
adjustment in planned fertility; (c) 'myopic' ex- 
pectations about future mortality improvements; 
(d) possible changes in (i) desired family size, 
(ii) preferred child -spacing pattern and 
(iii) household behaviour parameters reflecting 
degree of risk -aversion in response to mortality 
improvements and the historical consistency of 
this process. The expectations hypothesis in- 
volves distributed lags and myopic expectations. 
The expected gain in the force of mortality in 
the future c periods hence, expectations formed 
at time t is the product of the expected gain in 
the current period and a myopia factor. Theo- 
retically speaking, the myopia factor may be 
handled as an Exponential process or a Poisson 
process (a) independent of or (b) dependent on 
the past history of the process. The past history 
of the process will include variations in past 
mortality gains and the time length of the pro- 
cess. The expectations for the current period 
involve distributed lags and incorporate the 
effect of the past history of the process. 
Mathematically the hypothesis is written as: 
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E y (t + c/t) =M (t + c/t). E y (t/t) 
..(1) 

where 

E y (t /t) = L E y (t - 1/t - 1) 
+ (1 - L) y (t - 1) ....(2) 

where L lag parameter lying 
between 0 and 1; 

E y (t + c /t) expected change in the 
force of mortality in the 
period (t + c), expecta- 
tions formed at time t; 
and 

y (t - 1) = actual change in the force 
of mortality observed in 
the time period (t - 1). 

M (t + c /t) = Myopia factor at time t 
for time period (t + c) in 
the future. 

Changes in mortality rates play an im- 
portant role in this model on account of the con- 
cept of the Desired Completed Family Size and 
its fixity in the face of changes in mortality. 
Declining mortality rates and the taking into 
account of mortality improvements in the 
decision -making process for determining planned 
fertility rates imply that under the assumptions 
made, planned fertility rates respond to changes 
in mortality via number of currently living 
children and expected survival rates. Decline in 
mortality rates will induce declines in planned 
fertility rates in order to achieve the goal of a 
fixed DCFS. 

In determining planned fertility or the 
desired number of children to be born over the 
remaining child- bearing ages of the mother ex- 
pected survival rates play a critical role. These 
rates which are subjectively conceived by the 
family are influenced by the attitude towards 
past and future mortality changes, attitude 
toward risk, etc. In many poor traditional 
societies which are the main focus of this study, 
where parents may, in a sense, be considered 
as regarding children as capital on which they 
depend in their old age, there may be and possi- 
bly is a tendency to play "safe" within reasonable 
limits and these reasonable limits will depend 
upon family's tastes regarding risk -taking and 
risk -aversion. For a poor developing society, 
it may be assumed that people are generally 
prone to be more of risk -averters type, when 
the question of their basic livelihood and sur- 
vival in old age is concerned, recognizing the 
almost total absence of Social Security programs 
in these societies. This implies the existence 



of a bias towards "over- saving" for the future in 
the form of children. An important relevant 
issue in this context is that of increasing uncer- 
tainties to which parents expose themselves by 
their dependence on capital in children in a situ- 
ation of rapidly changing social and cultural 
values in these societies as economic develop- 
ment occurs. As a consequence, expected 
income streams in old age from investments in 
children will be realized with a lower probability 
than previously. When this holds true, the 'bias' 
towards over- savings in the form of children 
will be strengthened. A family's attitude towards 
risk -taking, 'bias' and other factors will deter- 
mine the extent to which it will take into account 
past and expected future mortality improvements 
to determine its future fertility. These elements 
are reflected in and captured by the lag para- 
meter L, and the myopia parameter M. Lagged 
response and myopic expectations are devices 
that capture these 'biases' and neutralize the 
reduced probability of realizing expected future 
income streams. 

There may be other important reasons 
for lagged fertility response to mortality im- 
provements. In realistic situations, households 
may not be aware of mortality improvements un- 
less they have been underway for quite a while 
and even then they may not be able to form 
accurate quantitative judgments about the magni- 
tude of these changes and their impact on family 
size. Further, in tradition -bound poor societies 
with a long history of unchanging environment, 
where traditional values and attitudes have long 
experience to back them, response to change may 
be expected to develop only slowly and cautiously. 
Safe response to these changes may also require 
the acquisition of knowledge of the use of contra- 
ceptives, etc. , and of the availability of such de- 
vices at reasonable costs. For the present it is 
not our purpose to make a detailed investigation 
of the whole host of relevant forces or considera- 
tions relevant to low income developing countries 
that play a part in lagged and partial fertility re- 
sponse by households to declining mortality, but 
only to visualize the feasibility of such response. 

A female population whose family forma- 
tion behaviour has a goal of achieving a fixed 
Desired Completed Family Size (DCFS) will 
respond to mortality changes by appropriate 
adjustment in their planned fertility. Mortality 
improvements unaccompanied by any downward 
adjustments in actual fertility will result in an 
accelerated population growth of existing numbers 
and further the households will discover that the 
number of children surviving to adulthood exceeds 
the quantity aimed at. Even if instantaneous and 
'full' adjustments in planned fertility are made 
immediately following mortality disturbance and 
are realized, in the early stages for a time, 
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however, the population will grow at a rate 
faster than previously on account of the fact that 
more females would survive to adulthood and 
higher ages than would have been the case in the 
absence of any downward disturbances in 
mortality. Thus mortality improvements will 
lead in the immediate future to an accelerated 
rate of population growth even if instantaneous 
and 'full' fertility adjustments accompany 
mortality changes. In cases in which fertility 
responses to mortality declines are neither in- 
stantaneous nor 'full' additional sources contri- 
buting to accelerated rate of population growth 
will operate. Both the magnitude and the dura- 
tion of this process will depend principally upon 
the lag parameter. In elaborate models in which 
family formation takes place ¿ver a life and 
time span, the myopia parameter representing 
expected mortality improvements in the future 
will also be relevant in determining the sequence 
of the rates of population growth. 

A Simplified Version 

A simplified formulation is developed for 
the purpose of gaining qualitative insights into 
the role played by model parameters and for 
throwing into sharp focus the relationship be- 
tween fertility and mortality rates in determin- 
ing age composition structure and rate of popu- 
lation growth. Thepopulation is divided into four 
equal age groups 0, 1, 2 and 3. Age group 0 

relates to children and age group 1 consists of 
all adults in child -bearing period of life. 
Children are born to females in age group 1 

only. Since all children are born in one time 
period, myopia is absent. The myopia param- 
eter M (t + c/t + c) is equal to unity. 

Family formation behaviour assumptions 
are: (i) The family is aiming at a Desired 
Completed Family Size (DCFS) which is assumed 
given and fixed and does not change as mortality 
rates change. DCFS is defined as the number 
of children born who are desired to survive to 
adulthood, say age 1. (ii) The family has a fixed 
preferred child- spacing pattern which does not 
change as mortality and fertility changes occur. 
(iii) Families respond to mortality improvements 
by lagged adjustments in planned fertility. Since 
a single period covers the whole child -bearing 
time span, it will be unrealistic to ignore com- 
pletely mortality changes currently under way 
whose impact on emerging profile of children 
living at various ages of the mother's child- 
bearing span could easily be visible. To take 
into account the mortality disturbances during 
the current period, relation (2) has been 
modified as follows: 

E y (t /t) = L E y (t - l/t - 1) 

+ (1 - L) y (t) (3) 



Derivation of Formulae 

Let a(x, t +c) denote change in the force 
of mortality at age x during the time period t +c. 
The mortality disturbance starts at time t. 
Prior to time t, age- specific mortality and fer- 
tility schedules remained unchanged. Let 
u(x, t+c) denote the force of mortality at age x 
at time t +c. When the discussion is general and 
applies to all age groups, we will, for the sake 
of brevity, use the notation u(t +c) to refer to the 
force of mortality at any age at time t +c. We 
now have: 

u(t+c+g) = u(t) - a(t) - a(t-1) - 

- a(t+c-1) - ga(t+c) .... (4) 

where a(t +c) refers to improvement in the force 
of mortality in the relevant age group during 
time period (t +c), c is an integer and g a 
fraction. 

Let S(x, t -1) refer to before -disturbance 
one period survival rate schedule. When the 
discussion is general and applicable to all age 
groups we will use the notation S(t -1) or simply 
S as the predisturbance survival rate schedule. 
Let SR(t +c) refer to actual survival rate for any 
age during time period (t +c); that is from time 
(t +c) to (t +c +l), after disturbance. Now 

u(t +g) = u(t) - ga(t) (5) 

where g lies between 0 and 1. Hence, we have: 

SR(t) exp [- u(t+g) dg] .... (6) 

= S. exp [a(t)/2] (7) 

1 
SR(t+1)= exp [- u(t+l+g) dg] 

= S. exp [a(t) + a(t+1)/2] (8) 

and so on. In general: 
c-1 

SR(t+c) = S.exp[ a(t+c) + a(t+c)/2] 
c=o 

(9) 

Let y(x, t +c) denote the periodic rate of 
decline in the force of mortality at age x during 
time period t +c, where y(x, t +c) is a function of 
x (age) and t +c (time). Let Ey(t +c) denote the 
expected change in the force of mortality over 
time period t +c. Using the lag relationship (3) 
and assuming that no mortality gains were ex- 
pected prior to time period t, we derive: 

Ey(t) = (1 -L) a(t) .... (10) 

Ey(t +1) = (1 -L) [La(t)+ a(t +1) ] 
.... (11) 
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and in general: 

Ey(t+c) = (1-L) [Lca(t) + Lc-1 

a(t+1) + a(t+c) ] (12) 

Expected survival rates denoted by 
ESR(t) can be expressed in terms of pre - 
disturbance values as follows: 

1 
ESR(t) = exp [ Eu(t+g) dg] (13) 

= S. exp [(1-L) a(t)/2] 

Similarly in general: 
c-1 

ESR (t+c) = S. exp [ a(t+c).] 
c=o 

(14) 

exp [(1-L) Lc-J a(t+j )/2] 
J=0 

.... (15) 

The households fertility response to 
mortality improvements is such that the goal of 
DCFS is to be attained. Let G be the DCFS. 
If D(t +c) is the planned fertility for period t +c, 
we have the general relationship: 

D(t+c). ESR(t+c) D. S. G. 

where D is the pre- disturbance total fertility. 
It can be shown that: 

D(t) = D. exp [-(1-L) a(t)/2] .... (16) 

D(t+1) = D exp [-a(t)] . exp [-(1-L). 

{La(t) + a(t+la /2 .... (17) 
c-1 

D(t+c) = D exp[ - a(t+c)] 

c-j 
exp [- (1-L) L . 

j=o 

a(t+j)/2] .... (18) 

These relations show that the female children 
born per potential mother will continuously 
decline from the initial level of D before dis- 
turbance and asymptotically approach the full 
adjustment level of 

c -1 
D exp [- a(t +j) - a(t +c) /2] (19) 

j =o 

Let G(t +c) refer to long -term stable 
population growth factor corresponding to age - 
specific mortality and fertility schedules of 
period (t +c). It can be shown that: 

G(t+c) = D(t+c). SR (t+c) .... (20) 



Using expression for SR(t +c) in terms of pre - 
disturbance values, and substituting also for 
D(t +c) we have: 

G(t) = G. exp [La(t)/2 ] . . . . (21) 

G(t +1) = G. exp [La(t +1)/2 - L(1 -L) a(t) /2] 
(22) 

Similarly, we have, after simplification: 

G(t +c) = G. exp [La(t +c) /2 - L(1 -L) 

a(t +c -1)/2 - Lc (1- L)a(t) /2] 
... (23) 

Empirical Results for India 

For reasons of space, a detailed discus- 
sion of the choice of parameter values and of the 
assumptions underlying the projections is not 
given here. The following information based on 
results of 1951, 1961 and 1971 Population Cen- 
suses of India is, however, important in making 
judgments about these assumed values. 

(a) The percent growth rates of India's 
population during 1941 -50, 1951 -60 and 1961 -70 
decades were 13.4 %, 21.64% and 24. 57 %. Be- 
tween 1951 and 1971, India's population increased 
by 51.1 percent. 

(b) If it is assumed that no significant 
mortality improvements occurred in India in the 
few decades prior to 1951 so that stable popula- 
tion condition could be taken as a reasonably 
rough approximation, the long -run stable popu- 
lation one period (20 years) growth factor G 
may be assumed at (1. 134)2 = 1.286. This 
means that on average, in the absence of signi- 
ficant mortality improvements that actually 
occurred in India during the fifties and to a 
much lesser extent during the sixties, India's 
population between 1951 and 1971 would have in- 
creased by 28.6%. The difference of 22. 5% may 
be attributed to mortality and fertility shifts 
that may have taken place during the 20 -year 
period 1951 -71. 

(c) Analyses of India's census data sug- 
gests that there is little evidence of significant 
fertility declines occurring during 1951 -70 in 
response to very significant mortality declines 
underway in that period. This means that the 
value of lag parameter L in relation (3) is very 
close to unity. 

(d) Based on India's Official Life Tables, 
the survival rates from birth to 
follows: Period Male 

age 20 are as 
Female 

1941 -50 .58 .57 
1951 -60 .72 .71 
1961 -70 .77 . 75 
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Thus, between 1946 and 1956 (mid -points of the 
decades), the female's 20 -year survival rate 
increased by 24.56 percent; the percentage for 
period between 1956 and 1966 was only 5. 92 per- 
cent. For the 20 -year period 1946 to 1966, the 
20 -year female survival rate increased by 31.93 
percent. Evidence is very clear that mortality 
declines which were very significant during the 
fifties had considerably slowed down during the 
sixties. Mortality gains reflected in the above 
survival rate were of the order of 2.2 percent per 
year in fifties, but only of 0.6 percent per year 
in the sixties. 

(e) Life expectancy at birth for females 
was 35 years based on 1941-50, Life Table, 40.0 
on 1951 -60 Life Table, and 45.6 years on 1961- 
70 Life Table. Thus, over the 20 -years between 
1951 and 1971 Censuses, female life expectancy 
at birth increased by over 10 years, or by nearly 
30 percent. 

The following assumptions have been 
made in making population projections: 

(i) Calculations have been made for 
females only. It is assumed that similar orders 
of magnitude will emerge for males and total 
population. 50% of children born are assumed 
female. 

(ii) Mortality disturbance is assumed to 
start at time t that is 1951. It is assumed that 
a(t) .30; a(t +1) = .10,a(t +2) = .05 and 
a(t +3) = .05. This means that the forces of 
mortality between ages 0 and 20 declined on 
average by amount . 30 during 1951 -70, will de- 
cline by amount . 10 during 1971 -90 and by 
amount .05 during 1991 -2010 and 2011 -2030. In 
terms of life expectancy, these assumptions are 
equivalent to assuming that female life expectancy 
at birth will be 50.0 years in 1980, 55.0 years 
in 2000, and 57.5 in 2020. Future mortality 
gains are assumed to be smaller since existing 
cheap sources of mortality declines are assumed 
to have been, by and large, almost entirely used 
up, and further gains are likely to depend on im- 
provements in diet, nutrition, etc. , that is, 
factors which depend on gains in per capita 
income. 

(iii) For making population projections 
Model Life Tables West - Females for Life 
Expectancy at Birth equal to 50 years, 55 years 
and 57.5 years given in Coale and Demeny have 
been used. 

The Summary Table below gives the main 
results. Projections are made for 2 extreme 
values of L, the Lag Parameter viz. L =0 repre- 
senting no lag or full fertility response and L =1 

representing no fertility response. 



Summary Table 

Projections for Female Population for India for Years 1991 and 2010 
and Estimation of Important Population Parameters. 

(Initial 1971 census figure assumed at 1000) 

Actual 

1971 

Projected 1991 Projected 2011 

L=0 L=1.0 L=0 L=1.0 
A. Female Population by age -group 

o (0 -20) 506 582 611 718 783 
(20 -40) 286 456 456 537 565 
(40 -60) 148 238 238 393 393 

3 (60 -80) 60 86 86 147 147 
4 Total 1000 1362 1391 1795 1888 

B. Proportion age group 0. .506 .427 .439 .400 .415 
C. Proportion age group 1. .286 .335 .328 .299 .299 
D. Proportion "labor force" ( =age groups 1 and 2) .434 .510 .499 .518 .507 
E. Dependency Ratio. .566 .490 .501 .482 .493 

F. (i) Estimated total fertility (female children only) 2. 53 (1951) 1.78 1.87 1.65 1.70 
(ii) Fertility as proportion of 1951 fertility 1 .705 .741 .653 .670 

G. Projected Population given actual 1971 total 
population (millions) 458 746 762 984 1034 

H. Rate of Population Increase ( %) 
(i) over period 36.2% 39.1% 31.8% 35.7% 
(ii) annualized rate 1.54% 1.65% 1.38% 1.53% 

I. Projected Population for year 2001 856 887 

Important results are: (iv) Total fertility is expected to fall to 

(i) If the hypothesis that households' 
fertility behaviour takes no account of mortality 
improvements during the current period is true, 
then India's population is expected to be 762 mil- 
lion by 1991, 887 million by 2001, and 1034 mil- 
lion by 2011. 

(ii) India's population increased by 51. 6 

percent during 1951 -71; it is projected to grow 
by 36.2% under assumption of full fertility 
response L =0, and by 39. 1% under assumption 
of no fertility response to current mortality im- 
provements during the period 1971 -91. The 
rates of growth for the period 1991 -2011 are 
31.8% (L =0) and 35.7% (L =1). 

(iii) India's child population (age group 
0 -20) which formed 50. 6% in 1971 is projected 
to fall to 42.7 in 1991 and 40.0% in 2011 under 
full -fertility response assumption and to 43.9% 
in 1991 and 41.5% in 2011 under no fertility 
response assumption. 
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70. 5% of its 1951 level by 1991 in full fertility 
response case (L =0) and to 74.1% in no fertility 
response case (L =1). These work out to nearly 
30 percent and 25 percent declines in total 
fertility and represent very significant reductions 
in fertility. 

(v) The proportion of female population in 
child- bearing ages is expected to increase from 
28. 6% in 1971 to 33. 5% if L =0 and 32.8% if L =1 
in 1991. After that in the next 20 years 1991- 
2011 it is expected to fall to about 30 percent on 
both assumptions. 

(vi) The proportion of population in labor 
force age groups 1 and 2 is expected to rise from 
43.4% in 1971 to 51.0% in 1991 and 51.8% in 
2010 if full fertility response assumption holds, 
L =0 case; and to 49.9% in 1991 and 50.7% in 2011 
if no fertility response assumption holds, L =1 
case. 

(vii) The dependency ratio is expected to 
decline over time on both sets of assumptions. 
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APPENDIX 1.1 
Value of F(t +c), given a(t) =. 30; 

a(t +l) =. 10; a(t +2) =.05 and a(t +3) =.05 

F(t+c) L=0 L=.1 L=. 25 L=. 5 L=. 75 L=1 
F(t) .30 .30 . 30 . 30 . 30 .30 
F(t+1) .10 .130 .175 .250 . 325 . 40 
F(t+2) .05 . 063 .094 . 175 .294 .45 
F(t+3) .05 . 056 .073 . 138 . 270 .50 

Note: F(t)=a(t) 
F(t+1)=La(t)+a(t+1) 
F(t+c)=La(t+c-1)+a(t+c) c=1, 2, 3. 

APPENDIX 1.2 
Value of J(t +c) where J(t +c) is defined by 

D(t +c) /D= J(t +c). [Ratio of Total Fertility in 
any period (t +c) to Total Fertility in the 

Base Period before disturbance]. 

J (t+c ) L=0 L=.1 L=. 25 L=.5 L=. 75 L=1 
J(t) .861 .874 . 894 .928 .963 1. 00 
J(t+1) .705 .699 . 644 . 696 . 711 . 741 
J (t+2 ) .653 .651 . 647 . 641 . 646 . 670 
J(t+3) .622 .622 . 621 . 616 .617 .638 

c-1 
Note: J(t+c)=exp [- a(t+c) ] . 

o 
exp [- (1-L)F(t+c)/2 ] 

F(t)=a(t); 
F(t+c)=L a(t+c-1)+a(t+c) 

* This research is a joint effort of this author 
and Dr. George S. Tolley of the University of 
Chicago. For the drafting of this report, 
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APPENDIX 1.3 
Projection of children born during time periods 

1 (1971 -1990) and 2 (1991 -2010) and surviving to 
the end of each period. 

Time Period 1 

(1971 -1990) 
Time Period 2 

1991 -2010) 
L=0 L=1. 0 L =0 L =1. 0 

(1) (2) (3) (4) (5) 

1. Female -periods 408 408 514 544 

2. Pre -disturbance 
total fertility 2.53 2.53 2.53 2.53 

3. J(t +c) .705 .741 .653 .670 

4. Estimated fertility 1.78 1.87 1.65 1.70 

5. Total female births 726 763 848 925 

6. Survival Rate .801 .801 .847 .847 

7. Female children 
living t =1 582 611 718 783 

APPENDIX 1.4 
Projected 1990 Female Population for India 

X 1971 
Survival 

Rate 
Survivors 

1991 

0-1 506 .902 456 

1-2 286 . 832 238 

2-3 148 . 579 86 

APPENDIX 1. 5 

Projected 2010 Female Population for India 

X 
Survival 

1991 Rate 
Survivors 

2010 

0 -1 L=0 582 .924 537 

L=1 611 .924 565 

1 -2 456 .861 393 

2 -3 238 . 616 147 

3 -4 86 .0 

APPENDIX 1.6 
Values of exp [K(t +c)] 

for different values of C and L 

C L=0 L=.1 L=. 25 L=. 5 L=. 75 L=1. 

1 1. 015 1.038 1. 077 1. 119 1.161 

1 1 .991 .984 .987 .995 1.051 

1 .997 .990 .981 .982 1. 025 

3 1 .999 .997 .990 .985 1.025 

however, the present author bears complete 
responsibility for all deficiencies in the paper. 



THE USE OF UNIQUE STATISTICAL WEIGHTS FOR ESTIMATING VARIANCES WITH THE BALANCED HALF- SAMPLE TECHNIQUE 

Stanley Lemeshow, University of Massachusetts 

This paper considers the use of the bal- 
anced half -sample method for estimating the var- 
iance of an estimated mean when each individual 
from a selected sample has been assigned a unique 
statistical weight. Such individual weighting 
is an attempt to bring the contribution of sam- 
ple individuals falling into specified demo- 
graphic classes into closer alignment with known 
population figures. Previous work by Kish and 
Frankel (1968, 1970) and Simmons and Baird (1968) 

concerned the use of such weights in complex sam- 
ple surveys such as the Health Examination Sur- 
vey of the National Center for Health Statistics. 

1. Estimating the variance of with unique 
statistical weights 

For simplicity a population composed of L 
strata is considered. Let N be the total number 

of individuals in this population and let Ni be 
the number of individuals in the ith stratum, 

i = 1, L. Suppose each individual in this 

population can be classified into one of D demo- 

Demo 

Population 

Strat. 1 2 D 

1 N11 
N12 N1D N1 

2 N21 
N22 N2D N2 

L 
NL1 NL2 NLD 

NL 

M2 MD N 

m21 mD1 

graphic groups and let M be the number of in- 
dividuals in the jth demographic group, j 1, , D. Let Ni be the number of individuals in 
the ith stratum belonging to the jth demographic 
group. The population totals, Ni, Mj, i 1, , 
D are know. 

L D L D 
Clearly, E N. = E M. E E N. N, 

1=1 j=1 1=1 j=1 1j 

D L 
E N.. =N., i = 1, , L, E N = M., 

j=1 
i=1 

j= 1, D. 

Now suppose a 
uals is drawn with 

tum, i =1, L. 

random sample of ni individ- 
replacement from the ith stra- 

L 

Let n = E ni be the total 
i =1 

number of individuals selected from the popula- 
tion. Further, suppose that upon selection each 
individual is placed, at random, into one of two 
groups and the demographic class to which the in 
dividual belongs is noted. Let nijk be the num- 
ber of individuals in the jth demographic class 
within the ith stratum who were placed at random 
into the kth group, k = 1, 2. 

L L L 
Let = E = ni42, mj = E nij, 

1=1 i=1 2=1 

2 
j = 1, 2, D, = ni 1, L, 

k=1 

j = 1, D. 

Sample 

Group 2 

Demo 

Strat 1 

1 n112 n122 n íD2 

n212 n222 n 2D2 

Total Sample 

Demo 

Strata 1 

1 
2 
n2 
2 

nL12 nL22 n LD2 

m12 m22 °b2 
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L D L D 
Note that E n. E m. E E n = n, 

1=1 j=1 1=1 j=1 i 
D 

nij = ni, i = 1, ..., L. We also note that 
j =1 

since the division into groups is done at random, 
mjk is usually not equal to mj /2, k 1, 2. 

Let wiik9 be a statistical weight assigned 
to the kth individual in the kth group of the jth 
demographic class in the ith stratum. The wijkk 
are selected so that following properties hold: 

L D 2 nijk 
(i) E E E E wijkR = N 

i =1 j =1 k =1 =1 
(1) 

D 2 nijk. 
(ii) E E E = Ni , i=1, L (2) 

j=1 k=1 R=1 

L 2 nijk 
(iii) E E E wijkR = , j=1, D (3) 

i=1 k=1 

Let us assume that the demographic break- 
down in each stratum is the same. That is, 

Ni Mj 
Nij 

Then, by taking 

N 

Ni (4) WijkR 

it is easily verified that (1), (2), and (3) hold. 
Hence, constructing statistical weights in this 
manner satisfies the desired properties. 

Let xi be a measurement taken on the Rth 
individual in the kth random group of the jth 
demographic class in the ith stratum and let 
be the mean of the individuals in the jth demo- 
graphic class in the ith stratum. Let 

L D 
= 

Ñ 
E E Nij pij be the mean in the entire 

i =1 j =1 

population. Then, may be estimated using the 
statistical weights as follows: 

L D 2 nijk 

E E E E wijkk 
i =1 j =1 k =1 =1 

L D 2 nijk 
E E E E Wijk9 

i =1 j =1 k =1 =1 

We obseerve that since the nij are random 
variables, p is not a linear estimate but is, in- 
stead, a combined ratio estimate. 
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For this estimate, the denominator of 
equals N. That is 

L D 2 ni k 
= E E E xi 

i=1 j=1 k=1 j 

Even here, p is not a linear estimate since the 
nij occur in each of the weights. In cases to 
be discussed later, where the estimation of the 
mean of a smaller subgroup in the population is 
considered, the denominator may not be constant. 

Now, we note that 

E (ulnij 0) = u. 

Clearly, unbiased estimates of the mean of 
any collection of the demographic classes of in- 
dividuals ( "domain of interest ") can be obtained, 
subject to the condition that the total of the 
nick in this collection 0, by making use of the 
indicator random variable as follows: 

j 
Let 

YijkR 

1 if individual belongs to the 
domain of interest 

O if individual belongs to some 
other domain. 

Then, the combined ratio estimate 

L D 2 nijk 
E E E E Yijki wijk9 xijkL 
i =1 j =1 k =1 =1 

D 
L D 2 nijk 

íl jl kl R wijkR ijkR 

can be shówn to be an unbiased estimate of the 
mean (to the extent that the nij 0) of the 

domain of interest. 

Once statistical weights of this nature have 
been established and the corresponding estimate 
defined, the problem of estimating the variance 
remains. 

Two ways of adjusting individual weights for 

the purpose of estimating the variance of are 

considered. The first, which we will refer to as 
the "single -set method ", uses the entire sample, 
as described above, to construct the individual 
weights. These weights are then used in all cal- 

culations. That is, the same individual weights 
are used for estimates based on only part of the 

sample individuals (e.g., a half -sample) as are 

used for estimates based on the entire sample. 

Clearly, since the weights were designed to bring 
the entire sample into closer alignment with the 

population, the resulting estimates based on a 

fraction of the sample will not necessarily re- 
flect the population parameter. A second method, 
which we will refer to as the "multiple -set 
method ", considers the subgroup of the sample 
from which a population estimate is to be com- 
puted and assigns weights to the individuals in 



the subgroup. There is then a closer alignment 
between specified demographic classes in the sub- 
group and the population. 

a. The Single -Set Method 

The single -set method always assigns the 
individuals the statistical weight 

N. M. 
= 

N(nij) 

Hence, for the balanced half -sample method, let- 
ting be an element from the appropriate 
Plackett- Burman matrix, we compute m half -sample 
estimates p = 1, m, where 

x 

(1 ij2t 

(p) D 

+ 

(7) 

and 
(+1 if the first group is to be used from 

Spi 
the ith stratum 

0 if the second group is to be used 
from the ith stratum. 

Once the calculated, the variance 
of may be estiñlAted by using 

= E 

i=1 

where is defined as in (5). 

b. The Multiple Set Method 

(8) 

Consider a second set of individual statis- 
tical weights 

Ni M 

N(nijk) 

Then, for the balanced half -sample method we com- 
pute m half sample estimates p = 1, m, 

where 

+ 
pi ij 

(9) 

We note that E (u(p)Inijk 0) Hence, 

p 1, , m, is an unbiased estimate of pro- 
vided all > O. 

The balanced half -sample estimates of the 
variance of are defined as in (8) with the 
i = 1, , m, defined as in (9). 
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It is often of interest to estimate the 
variance of for certain domains of interest in 
the population. That is, we might want to es- 
timate the variance of the estimated mean, 
of one of the demographic classes into whichDthe 
population is divided. As before, an indicator 
variable, Yijk2, which takes on the value 1 if 
the individual belongs to the demographic class 
for which an estimate is desired and 0 otherwise, 
is used. Then, the pth half -sample estimate of 

Pn is 

n1j2 D 

11 1 ij2t 

L D D nij2 

v 
ij2t } 

where 

w g if the single-set method is used 
* 

wijkk- if the multiple -set method is used. 

Then, the balanced half -sample estimate of the 
variance of is 

VB ((i) - where is de- 
1=1 

fined as in (6). 

2. The Sampling Experiment 

Sampling experiments were performed using 
both the single -set or multiple -set weights in 
conjunction with the balanced half -sample method 
to estimate the variance of Û. 

In the sampling experiments, ni observations 
were randomly selected from the ith stratum, i = 1, 

L. On the jth draw from the ith stratum we 
observe the random pair (xij, uij) where 

xii 
N (i)) 

and 

Uij U(0,1) . 

The population is categorized into D 2 

demographic classes, and the probability of fall- 
ing into either of the two is specified. That is, 

let 

M1 P1 
N 

be the proportion of the population belonging to 

the first demographic class. This proportion is 

a specified constant for all strata. 

, the individual is a member of 

the first demographic class 
, the individual is a member of 

the second demographic class. 



We label the first demographic class "domain 
1" and the second "domain 2 ". Hence, for each 
of the n observations drawn from this population 
we have a value for x as well as the demographic 
class to which the observation belongs. 

The means and variances of x are specified 
for each of the L strata. Also specific are N, 
p1 =M1 /N, Ni and ni, i = 1, ..., L. We will be 
interested in obtaining estimates of the variance 
of the estimated mean of the entire population, 
of doman 1 alone and of domain 2 alone. 

The following "situations" were considered: 

Situation (i -1) L = 3, p 
x 
(1) =5, p 

x 
(2) =10, 

Situation (i -2): 

Situation (i -3): 

Situation (i -4): 

Situation (i -5): 

Situation (i -6): 

Situation (i -7): 
Situation (i -8): 
Situation (i -9): 

Situation (i -10): 

Situation (i -11): 

Situation (i -12): 

Situation (ii) 

=15, =1,.i= 1,2,3, 

p1 =.8, N1 =1000, N2 =2000, 

N3 =7000, N= 10000, ni =100, 

i= 1,2,3. 

Situation (i -1) with ni =10, 
i= 1,2,3. 

Situation (i -1) with ni =20, 
i= 1,2,3. 
Situation (i -1) with ni =50, 
i= 1,2,3. 

Situation (i -1) with =.9 

p1 =.7 

" =.5 

" N1 =3333, 
N2 =3333, N3 =3334. 
Situation (i -1) with N1 =7000, 
N2 =2000, N3 =1000 
Situation -1) with p =10, 
i =1,2,3 
Situation ((j -1) with u(1) =5, 

L= 15,px(1) =5, =ux(1) + 

5(i -1), i= 2,...,15, a =1, 

i= 1,...,15, p1 =.8, N1 =300, 

Ni =N1 + 100(i -1), i= 2,...,15, 

N= 15000, ni =n =100, i= 1,...,L. 

For situations (i -1) - (i -11), 1000 repeti- 
tions of the experiment were taken and for situ- 
ation (ii), 200 repetitions were taken. 

The variance of was estimated with VB(u). 

Table 1 presents the estimated absolute rel- 
ative and variance2, of the estimated var- 
iance of which resulted from each of the sam- 
pling experiments performed for the thirteen sit- 
uations under consideration. Results are pre- 
sented using both the single -set and multiple - 
set methods for the more prevalent domain 1 indi- 
viduals, the less prevalent domain 2 individuals, 
and for all sample individuals. Considered in 
this table, as described earlier, is an L strata 
situation where we vary the number of observa- 
tions selected in each stratum, the probability 
of selecting an individual from domain 1, the 
population sizes of the strata, the means of the 
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strata, or the number of strata. 

Situations (i -1) through (i -10) correspond 
to having u(1) = 5, u(2) = 10, u(3) = 15. That 
is, these strata are rather spread out - partic- 
ularly since X) = i, i = 1,2,3. As is seen in 
Table 1, when we estimate the variance of p for 
specific domains of interest using the single - 
set method with the balanced half -sample tech- 
nique, the resulting variance estimates show ex- 
tremely high bias and variability when compared 
to the same estimates using the multiple -set 
method. In these situations, use of is 

advantageous since they depend on the nijk in- 
stead of the nij. The latter were used to con- 
struct the wikf,. When calculations are perform- 
ed on the entire sample, the number of individu- 
als in each stratum is equally divided among the 
two established groups and there no longer ap- 
pears to be an advantage to using the multiple - 
set method. 

We note that when groups are established 
within each stratum, nijk, the number of indi- 
viduals belonging to a specific demographic class 
within a group, is a random variable. That is, 
nijk is not necessarily nij /2. In fact, when a 
small number of observations are selected from 
each stratum it is possible, as is indicated by 
the " * ", that nijk = 0 in some cases. 

In situations (i -11) and (i -12) where the 
means in each stratum are either equal (all 
p(i). 5) or close, (p(i) 5,6,7, = 1), 

there appears to be no advantage to using the 
multiple -set method. 

Calculations with situation (ii) indicate 
that, with 15 strata with widely differing means, 
it is certainly advisable to use the multiple - 
set method. For domain 1, the absolute relative 
bias was reduced from 60.157 using the single - 
set method to .054 using the multiple -set method. 
For domain 2, the absolute relative bias was re- 
duced from 221.663 using the single -set method 
to .045 using the multiple -set method. In fact, 

even for calculations involving all sample in- 

dividuals, for these 15 highly spread strata, an 

absolute relative -bias of 3.038 using the single - 
set method was reduced to .112 using the multi- 
ple -set method. The variances of the variance 
estimates using the single -set method were much 
higher than the corresponding variances using 
the multiple -set method. 

4. Conclusions 

Our conclusion , therefore, is that the pre- 

ferred procedure is to weight the individuals in 
each half -sample so that the half -sample esti- 

mates are representative of the population. We 
believe that an explanation for the similarity 
of the variance estimates produced by the two 

weighting methods found by Kish and Frankel 
(1968, l970) and Simmons and Baird (1968) might 

be that: 

(a) Calculations were not performed on 

domains of interest- particularly in 

which the nijk in each group were 
likely to be small, and 



(b) The means of the strata are not like- 
ly to be very different for that par- 
ticular set of data. 

We believe that when variances are estimated 
for domains of interest - particularly when the 
strata means are not likely to be similar - it is 

advisable to reweight each half -sample. We note 
that, as was seen in formula (9), this does not 
involve the establishment of m +l sets of weights 
(one for the total sample and one for each of the 
m half -samples). Instead, only two weights must 
be computed for each sample individual. The a- 
mount of extra work necessary in using this method, 

especially with the speed of modern computing fa- 
cilities, is minimal. 

By using the multiple -set weighting method, 
adequate variance estimates, in most of the sit- 
uations considered in this sampling experiment, 
were obtained. Use of the single -set method led 
to an extremely high degree of bias and variabil- 
ity in certain of the situations considered. How- 
ever, it should be recognized that these results 
only apply to the case of random sampling with re- 
placement from L strata. For this reason, further 

research is necessary to determine the appropri- 
ateness of the single -set or multiple -set methods 
for more complex survey designs such as those 
used in the Health Examination Survey. 

Table 1: Estimated values based on sampling experiments are presented for the absolute relative 

bias, - Vd D) } , and variance, V(VB(UD) ) for domain 1, domain 2 and 

all sample individuals. Estimates are made using the single -set and multiple -set method 
of individual weighting in each of the thirteen situations described in the text. 

Situation 

DOMAIN 

ABSOLUTE RELATIVE BIAS 

TOTAL SAMPLE 1 DOMAIN 2 

Single 
-Set 

Multiple 
-Set 

Single 
-Set 

Multiple 
-Set 

Single 
-Set 

Multiple 
-Set 

(i -1) .949 .115 5.438 .209 .094 .124 
(i -2) 1.355 .009 * * .116 .212 

(i -3) 1.488 .136 * * .274 .397 

(i -4) 1.069 .059 6.213 1.172 .041 .033 

(i -5) .474 .111 9.507 3.268 .063 .077 

(i -6) 1.402 .113 4.192 .132 .092 .126 

(i -7) 2.118 .110 3.619 .102 .079 .116 

(i -8) 2.734 .047 2.988 .053 .087 .108 

(i -9) 3.305 .080 14.772 .166 .099 .064 

(i -10) 1.089 .069 5.624 .251 .025 .058 

(i -11) .117 .115 .125 .209 .149 .124 

(i -12) .068 .115 .303 .209 .147 .124 

(ii) 60.157 .054 221.663 .045 3.038 .112 

VARIANCE 

Situation 

DOMAIN 1 DOMAIN 2 TOTAL SAMPLE 

Single 
-Set 

Multiple 
-Set 

Single 
-Set 

Multiple 
-Set 

Single 
-Set 

Multiple 
-Set 

(i -1) .00026 .00007 .04763 .00199 .00005 .00004 

(i -2) .06322 .01098 * * .01098 .00791 

(i -3) .01032 .00243 * * .00246 .00257 

(i -4) .00112 .00032 .88485 .58082 .00022 .00024 

(i -5) .00012 .00006 2.49803 2.13784 .00005 .00005 

(i -6) .00053 .00009 .01190 .00076 .00005 .00004 

(i -7) .00118 .00013 .00472 .00041 .00005 .00004 

(i -8) .00204 .00023 .00218 .00021 .00005 .00005 

(i -9) .00032 .00001 .07618 .00028 .00001 

(i -10) .00025 .00006 .04748 .00004 .00004 

(i -11) .00007 .00007 .00144 .00004 .00004 

(i -12) .00008 .00007 .00190 .00004 .00004 

(ii) .00104 .43840 t .00002 

* some = 0 

t value < .00001 
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ENDNOTES 

1The absolute relative bias of the estimated var- 
iance of can be estimated from a sampling ex- 
periment as follows. For each repetition of the 
sampling experiment p is computed as if 

the estimated variance of using the balanced 
half -sample technique. Then, let 

(i) E(p) = expected value of p. This is 

estimated as E(p) = 1 E , where r 
i =1 

is the number of repetitions of the 
experiment and is the estimate of p 
for the ith repetition. 

(ii) V(}1) = variance of p. This is estimat- 

ed as V(u) = (u. - )2 . 

r -1 i =1 

With r large, this value is regarded 
as the "target value" of the variance 
estimator VB(p). 

(iii) E(VB(p) ) = expected value of the half - 
sample estimation technique. This is 
estimated by 

= E VB where VB 

is the half -sample estimate of the 
variance of p produced during the ith 
repetition of the sampling experiment. 

The absolute relative bias is defined as 

] - 

V(û) 

This is estimated by 

- 

i(û) 

This relative measure places the bias into 
the context of the target value. It is the es- 

timated bias as a proportioìi of the estimated 
target value. 

2The variance of the balanced half -sample esti- 
mates of the variance of p, V[VB(p)] is esti- 
mated by 

2 = 1 (u) - B 
. 

i =1 i 
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I. Introduction 

This report presents preliminary results of 
the third sub -study of a larger study of socio- 
economic differentials in mortality.1/ It pre- 
sents mortality data for Maryland foF 1959 -61 
and 1969 -71 made available by the Maryland 
Center for Health Statistics.2/ Counties and 
State Economic Areas are the Units of analysis. 

The primary question to which both the larg- 
er study and this sub -study address themselves 
is, did socio- economic differentials in mortality, 
overall by age and cause of death, and in infant 
mortality change during the decade of the 1960s? 
As background: 1) The overall mortality rate 

declined significantly in Maryland as a whole 
from 1959 -61 to 1969 -71, continuing a trend of 
earlier years; 2) Some evidence exists to in- 

dicate that socio- economic differentials in 
mortality (as measured by methods used in the 
current investigation) were narrowing during the 

1950s and probably earlier, and by 1960 these 
differentials were low, both in Maryland and in 

the U.S. as a whole; 3) Income in Maryland as 
a whole rose significantly between 1960 and 1970; 
and 4) During the decade social programs were 
in operation, in Maryland as elsewhere, to 
narrow existing socio- economic differentials in 
mortality as well as in other aspects of health 
status. The expectation of the investigators 
was that narrowing had probably continued in 
Maryland during the decade, with the differ- 
entials perhaps disappearing completely. 

II. Methods 

For the present study, Maryland's 24 counties 
(actually 23 plus Baltimore City as a separate 
unit) and its seven State Economic Areas were 

used as units of analysis. Median family in- 
come was used as an indicator of socio- economic 
status, and counties were grouped into twelve 
with highest and twelve with lowest median fami- 
ly incomes, ranked on the basis of the average 
for each county of its medians for 1959 and 1969. 
The upper - income twelve, with 88.6 percent of the 
state's population in 1969 and 90.4 in 1970, in- 

cluded the large population aggregates of 
Baltimore City (905,759 in 1970), Prince Georges 
(660,567), Baltimore County (621,077), Montgomery 

(522,809), and Anne Arundel (297,539). 

State Economic Areas in Maryland, ranked in 

order of median family income, are: 1) Met- 

ropolitan Washington -Montgomery and Prince 
Georges; 2) South Central Maryland- Carroll and 
Howard; 3) Metropolitan Baltimore--Baltimore 
City, Anne Arundel, and Baltimore County; 4) 

North Central Maryland -- Frederick, Harford, and 
Washington; 5) Southern Maryland- Calvert, 
Charles, and St. Marys; 6) Western Maryland - 
Allegany and Garrett; and 7) Eastern Shore - 
Caroline, Cecil, Dorchester, Kent, Queen Annes, 
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Somerset, Talbot, Wicomico, and Worcester. When 
split by income (as above), the upper consist 
largely of counties in Metropolitan Washington, 
South Central Maryland, Metropolitan Baltimore, 
and North Central Maryland, while the lower are 
largely in Southern and Western Maryland and on 
the Eastern Shore. 

Mortality rates were age adjusted by direct 
standardization (Shryock et al, 1971: 419 -421), 
using the U.S. population-6T-D40 as standard. 
Deaths in 1959 -61 were allocated to cause in 
accordance with the Seventh Revision of the 
International List of Diseases and Causes of 
Death, 1955, while 1969 -71 deaths were allo- 
cated by the Eighth Revision, 1965, and adjusted 
for comparability to the Seventh. 

III. Maryland's Population Characteristics 

Maryland's population increased substantial- 
ly between 1960 and 1970, from 3,100,689 to 
3,922,399, or by 26.5 percent.3/ The majority of 
its growth was due to natural increase, but near- 
ly one -half (12.4 percent) was due to net in- 
migration. Within the state itself, 20 of the 
24 counties gained population during the decade; 
the exceptions were Baltimore City (net loss of 
3.5 percent) and Allegany, Dorchester, and 
Somerset. (The latter three are classified in 
the present analysis as among the lower- income 
counties). However, the increases in population 
were far greater in the upper- income counties 
than in the lower, both percentage -wise and in 
absolute numbers, despite the large net loss in 
numbers in Baltimore City. Eight lower - income 
counties, including two Western Maryland and six 
Eastern Shore, experienced a net -outmigration of 
population, as did only Baltimore City and Cecil 
among the upper. 

The state's already largely urban population 
in 1960 became more urban during the decade, 
rising from 72.7 to 76.6 percent urban. Large 
increases were registered in the percent urban 
among some upper - income counties, most notably 
Howard (because of the new city of Columbia), 
Harford, Anne Arundel, Prince Georges, Charles, 
and Cecil; in contrast, the percent urban declined 
for about one -half the lower - income counties. The 
upper- income counties included large population 
aggregations in the Baltimore and Washington 
Metropolitan Areas, e.g., Baltimore City (100 
percent urban in 1970), Baltimore County (88.6), 
Prince Georges (92.3), and Montgomery (89.2), 

while four lower- income counties were wholly 
rural and contained no urban population whatever 
(Calvert, Queen Annes, Caroline, and Garrett). 

Income rose in Maryland as a whole during 
the decade; thus median family income went from 
$6,309 in 1959 to $11,057 in 1969, an increase 
of 75.3 percent. By county, the percent increase 
was not quite as great in the upper- income counties 



as in the lower, so that the relative difference 
narrowed somewhat. Thus the weighted average 
for the upper- income counties rose from $6628 in 
1959 to $11,702 in 1969 or 77 percent, in the 
lower from $4,341 to $7,983 or 84 percent. The 
excess of upper over lower dropped from 53 to 47 
percent (even though in absolute numbers it in- 
creased from $2,287 to $3,719). The coefficient 
of variation of the income distribution for all 
counties dropped from 27.0 to 25.7 percent, i.e., 
the distribution converged slightly. 

The state's educational attainment also in- 
creased: median school years completed among 
persons 25 and over rose from 10.4 to 12.1, per- 
cent with fewer than five years of schooling 
dropped from 7.7 to 4.5, and percent completing 
high school or beyond rose from 40.0 to 52.3. 
By county, the weighted average of median school 
years completed for the high - income counties in 
1960 (10.4 years) exceeded the low (9.1) and al- 
though both groups of counties improved over the 
decade (to 11.7 and 10.9, respectively), this. 
pattern persisted. However, both the absolute 
and relative excess narrowed; thus it was 13.9 
percent in 1960 but only 7.5 in 1970, 1.3 years 
in 1960 but only 0.8 in 1970. The coefficient 
of variation declined from 13.5 to 9.2 percent; 
as with income, educational attainment converged 
to some degree. 

Finally, the state's percent Negro rose from 
16.7 to 17.8, while its percent "foreign stock" 
declined from 11.9 to 11.6. The proportion of 
its labor force engaged in manufacturing declined 
somewhat, while the proportion engaged in white - 
collar occupations increased. 

IV. Mortality in Maryland as a Whole 

As the top line of Table 1 shows, the age - 
adjusted death rate for Maryland as a whole de- 
creased between 1959 -61 and 1969 -71, from 834.0 

per 100,000 to 756.8, or by 9.3 percent. This 

continued a decline of many years; thus in 1940 

Maryland's death rate was 1,218.4 per 100,000, by 
1950 it had dropped to 952.4, and by 1960 it was 
883.0.4/ (Grove and Hetzel, undated:664.) 

By age (top tier of Table 2), mortality de- 
clined for all age - groups except 15 -24 where 
there was actually a substantial increase (37.4 
percent). The declines were sharpest at the 
younger ages--under 1 (32.3 percent) and 1 -4 
(30.0); however, they were substantial also 
(between 8.5 and 11.3 percent) at all other ages 
except 25 -44, where there was only a small de- 
crease (3.2 percent). 

The top tier of Table 3 shows data for five 
major groups of leading causes of death: diseases 
of the heart, cerebrovascular diseases, malignant 
neoplasms, influenza and pneumonia, and accidents. 
When age -adjusted, they accounted for 73.1 percent 

of deaths due to all causes in 1959 -61 and 70.6 
percent in 1969 -71. Mortality declined in the 
state as a whole for four of the five causes 
shown, especially (in relative terms) for influ- 

enza and pneumonia (22.4 percent); only for ma- 

lignant neoplasms was there actually a slight in- 

crease (0.44 percent). In absolute terms, the 
most pronounced decline was easily for diseases 

of the heart, 51.3 deaths; this accounted for 

two- thirds of total decline. 
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V. Mortality in High and Low - Income Counties 

Again in Table 1, mortality in both high 
and low- income counties decreased over the decade, 
but the decrease was larger for the high- income 
than for the low, i.e., 65.4 per 100,000 against 
34.5, 8.1 percent against 4.1. In 1959 -61 mor- 
tality in the low- income counties exceeded the 
high by 4.2 percent, but by 1969 -71 rates for 
the two groups of counties diverged and the rela- 
tive excess rose to 8.7 percent.5/ The coef- 
ficient of variation for the distribution as a 
whole increased (unlike its decrease for income 
and education) from 10.6 percent to 12.7 percent; 
thus the distribution became more dispersed, and 
a parallel increase in dispersion was evident for 
both mini -distributions (12 counties each) sepa- 

rately. 

Although the income distribution by county 
converged over the decade while mortality di- 
verged, their degree of inverse association 
changed little, with the coefficient of corre- 
lation at---.615 in the earlier period and --.611 
in the later. However, because of the discrepant 
trends in dispersion of income and mortality, the 
slope of their regression line became steeper, 
changing from --.289 to -.320. Thus, an increase 
of $1,000 on the regression line for 1959 income 
was associated with a decrease in 1959 -61 mor- 
tality of 28.9 deaths per 100,000 (age -adjusted 
rates), while a comparable increase in 1969 in- 
come was associated with a decrease of 32.0 
deaths in 1969 -71. 

By age 

As the bottom tier of Table 2 shows, during 
1959 -61 mortality in the low- income counties ex- 
ceeded the high for all age - groups except 55 -64 

and 65 -74, where the differences were small (1 

and S percent, respectively), while in 1969 -71 
the low- income counties exceeded the high at all 
ages without exception. However the gap widened 
relatively only at under 1 and 45 -54 and above; 

at 1 -4 thru 25 -44, the gap actually narrowed. 
The narrowing was particularly substantial at 

15 -24, where a sharp increase (46 percent) took 
place for the high - income counties, not matched 
by the low. The widening was most substantial at 
under 1, where a sharp decrease (34 percent) took 

place in high income again not matched by low, and 
at 65 -74, where mortality in the high declined 
while it increased in the low. 

By cause of death 

The bottom tier of Table 3 shows that in 1959- 

61 the largest differential between the counties 
was for accidents, where low- income rates ex- 

ceeded high by 64 percent, followed by cerebro- 
vascular diseases (20 percent). For diseases of 
the heart, malignant neoplasms, and influenza and 

pneumonia mortality in the high - income counties 
exceeded the low. 

By 1969 -71, however, for each of the five 

causes alike, the high - income counties had gained 

relatively at the expense of the low, and mortality 
in the low- income counties now exceeded the high 
for all five causes. The relative gain was great- 
est for influenza and pneumonia, where the ratio 

of low to high increased by 31 percent; even for 

accidents, however, where it was already high, it 

rose to 69 percent. 



However, the absolute gain for high- income 
counties over low was greatest for the two lead- 
ing causes of death, diseases of the heart and 
malignant neoplasms. For diseases of the heart, 
mortality in the high - income counties dropped from 
338.9 to 282.6, or by 56.3, while in the low the 
drop was only 8.9. Also, the direction of the 
differential was reversed, i.e., where in 1959 -61 
heart disease mortality was higher in the high - 
income counties by 27.7 deaths, in 1969 -71 it was 
lower by 19.7. Considering the 24 counties as a 

whole, there was a slight negative correlation of 
mortality with income in the earlier period, 
--.176, but it increased substantially without 
changing direction by the later to --.350. 

For malignant neoplasms, in 1959 -61 mortality 
in the high - income counties was substantially above 
the low (22.2 deaths), but in 1969 -71 it was actu- 
ally less than in the low, by 1.1. This reversal 
took place because of the substantial increase in 
malignant neoplasms for the low- income counties 
not matched by an increase for the high. The 
change in direction of the excess mortality ratio 
was matched by a change in direction of the corre- 
lation coefficient; it went from +.200 to -.305. 

VI. Mortality by State Economic Areas 

Table 4 shows mortality by State Economic 
Areas ranked according to income. Much the same 
pattern is evident here, i.e., rates in the high - 
income Economic Areas were lower than those in the 
low in both periods. The most substantial improve- 
ments took place in North Central Maryland 
(Frederick, Harford, and Washington), South Central 
Maryland (Carroll and Howard) , Western Maryland 
(Allegany and Garrett), and Metropolitan Washing- 
ton (Montgomery and Prince Georges). 

VII. Infant Mortality 

The infant mortality rate for Maryland as a 
whole declined from 1959 -61 to 1969 -71, from 27.0 
to 19.0 or by 29.6 percent (see Table 5). The 
decline was most evident for the high - income 
counties and the relative excess of low- income 
over high widened, from 13.1 to 26.6 percent. 
This trend parallels the widening in mortality at 
all ages combined and at 0 -1. However, unlike 
the situation for overall mortality, the co- 
efficient of variation for.the entire distribution 
decreased from 20.0 to 18.7 percent, and a parallel 
decrease occurred for both mini- distributions (12 

counties each) separately. Thus, although the 
differential between upper and lower- income counties 
widened substantially, the relative dispersion actu- 
ally narrowed. 

The negative correlation between income and 
infant mortality increased significantly, from 
-.483 to -.616. The slope of the regression 
line, however, decreased slightly, from --.164 to 
-.158. Thus an increase of $1,000 on the re- 
gression line for 1959 income was associated with 
a decrease in 1959 -61 infant mortality of 1.64 
deaths per 1,000 live births, while a comparable 
increase in 1969 income was associated with a 
decrease of 1.58 deaths in 1969 -71. 

Table 6 shows infant mortality rates by color. 
In both 1959 -61 and 1969 -71, and for whites and 
nonwhites alike, infant mortality rates in the 
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low- income counties exceeded the high. The 
relative excess was greater for nonwhites than 
whites in both periods (12.9 percent for non- 
whites and 0.4 for whites in 1959 -61, and 7.48 
and 11.7, respectively, in 1969 -71). The de- 
cline for nonwhites was substantial in the high - 
income counties, from 42.7 to 25.4 or by 40.5 
percent, but only minimal in the low, from 48.2 
to 44.4 or by 7.9 percent. In 1969 -71 the non- 
white rate exceeded white by 57 percent in the 
high- income counties and by 145 percent in the 
low. 

VIII. Discussion 

The rise in excess mortality among low - 
income counties over high reverses an earlier 
decline of at least a decade. From the data 
shown, it was concentrated at infancy, mid -life, 
and the older ages, and among deaths from heart 
disease and malignant neoplasms. At 15 -24 the 
earlier narrowing continued. 

To some unknown degree, the widening may 
reflect these factors: 

1) By 1970, deaths due to communicable disease 
with a significant inverse socio- economic gradiew 
-tuberculosis and other infectious and parasitic 
diseases, influenza and pneumonia, and certain 
diseases of early infancy -had dropped to low 
levels (11.4 percent of all deaths in 1950, 10.1 
in 1960, 6.6 in 1970). Their influence in the 
socio- economic differential for all causes was 
correspondingly lessened. 

2) The benefits of the notable medical and 
surgical advances of the 1960s against heart 
disease and malignant neoplasms were likely to 
he more readily available in the metropolitan 
areas, even to the urban poor, than in the more 
isolated rural areas. 

3) In general, migration has been from poorer 
to more affluent (and healthier) metropolitan 
areas; healthier migrants may have contributed 
measurably to lower mortality in the latter. In 

the present data, the correlation between net 
in- migration during the decade with percent de- 
cline in mortality was +.375. 

The widening in mortality by no means in- 
dicates that the decade's social programs were 
unsuccessful. Perhaps without them it would 
have been greater; also, the programs may have 
most affected those aspects of health status un- 
related to mortality. 

Further analysis is indicated to determine 
whether the narrowing in mortality differentials 
at 15 -24 was concentrated in either sex or race 
or in any cause of death, perhaps homicide and 
accidents. The increase in mortality at 15 -24 
was not restricted to Baltimore City, occurring 
among 10 upper and eight lower- income counties. 

Finally, using counties as units of analysis 
imputes, perhaps unjustifiedly where populations 
are too heterogeneous, averages of aggregate 
characteristics to smaller units and even to each 
individual. Baltimore City has here been used as 
a single unit; in further analyses it will be 
disaggregated, where possible, into clusters of 
census tracts. 



1/ The preliminary results of the first sub - 
study (using states as units of analysis) have 
been submitted for publication in Medical Care 
as Lerner and R.N. Stutz, "Narrowing the 
Caps in Health Status, 1960 to 1970. I. Mor- 
tality", while preliminary results for the 
second, using census tracts in Baltimore City 
as units of analysis, has been published as: 
M. Lerner and R.N. Stutz, "Mortality Differ- 
entials Among Socio- Economic Strata in Baltimore, 
1960 and 1973 ". Proceedings of the Social Statis- 
tics Section, American Statistical Association, 
1975, pp. 517 -522. 

2/ Grateful acknowledgement for supplying these 
gata is hereby extended to Dr. Jean Warthen, 
Director, Maryland Center for Health Statistics. 

3/ Data on Maryland's population characteristics 
Tre derived from U.S. Bureau of the Census, 
County and City Data Book, 1967 and 1972, U.S. 
G.P.O., 1967 and 1973, respectively. 

4/ The discrepancy between this 1960 rate 
7883.0) and the rate given earlier for 
1959 -61 (834.0) may result from the former 
being for a single year only, while the 
latter is for the average of three years; from 
the use of different age - groups in standardizing; 
or because these numbers are from different 
sources. 

5/ Because of arbitrariness in using 12 counties 
each to represent upper and lower- income, the 
same comparison was also made for (separately) 
the top and bottom 11, 10, 9, 8, 7, and 6 
counties. As with groups of 12, in each case 
the rates for higher and lower- income diverged 
between 1959 -61 and 1969 -71, with a resultant 
widening in excess, although its extent varied. 
In addition, the same comparisons were made 
using the rank ordering by income of the counties 
in 1960 alone as the basis for grouping counties. 
Again, separate comparisons were made of the top 
and bottom 12 through 6, and here also divergence 
appeared in all comparisons. 
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2. 

Bates Population 

Highest and \helve 'Italian 

1969-71 

3. 

Age Rates per of 

ghost and Counties" 

1969-71. 

Group 1959 -61 1969 -71 Percent Cause of 1959-61 1969-71 Percent Change 

(1) (2) (3) 

Maryland 

All nges (adjusted)0 834.0 156.8 -9.26 (Weighted 834.0 756.8 -9.26 

By age- group: Diseases of the Heart 335.8 284.5 -15.28 
Cerebrovasct'lar Diseases 67.0 53.8 -- 19.70 

Under 1 2851.8 1930.4 -32.31 13i.9 138.5 +.44 
1 -4 104.5 73.2 -29.95 Influenza and Incur renia 24.6 19.1 -22.36 
5 -14 44.2 39.2 -11.31 Accidents 44.0 38.7 -12.05 
15 -24 
25 -44 

90.2 

240.4 232.8 
.37.47 
-5.16 Total, Five Causes 609.3 534.6 -12.26 

45 -54 840.5 766.6 -8.79 Percent of all causes 73.06 70.64 - 
55 -64 
65 -74 
75 and over 

1965.9 
4277.7 
11100.0 

1786.9 
3912.6 
9J49.1 

-9.24 
-8.53 
-10.37 

High-Income Cmmties 
;Weighted 

Diseases of the 33.9 282.6 -16.61 
High- Income Counties Cerebmvasc'.11ar 65.5 52.5 -19.85 
(Weighted `hlignant 140.4 138.4 -1.42 

and 24.9 18.8 -24.50 
All ages (adjusted)0 810.0 744.6 -8.07 Accidents 41.0 36.3 -11.46 

By age -group: Five Causes 610.7 528.6 -13.44 

Under 1 2837.4 1880.4 -33.73 Percent of all causes 75.40 70.99 - 
1 -4 102.6 73.8 -28.07 
S -74 42.8 37.7 -11.02 Low- Income Counties 

15 -24 83.2 121.5 +46.03 (Weighted 

25.44 239.6 239.3 -.13 Diseases of the !kart 311.2 302.3 -2.86 
45 -54 830.8 763.9 -8.05 Cerebrovascular Diseases 78.3 65.9 --15.84 

-z 55 -64 1920.1 1739.0 -9.43 Neoplasm, 118.2 139.5 .18.02 
65 -74 3982.9 3799.0 -4.62 Influenza and 22.5 22.3 
75 and over 10973.9 9797.2 -10.72 Accidents 67.2 61.4 -8.63 

Low- Income Counties Total, Five 597.4 591.4 -1.00 

(Weighted Percent of all causes 70.79 73.07 - 
All ages (adjusted)0 843.9 809.4 -4.09 Ratio: to liigh- Intero 

age group: Counties 

Under 1 

1 -4 

5 -14 

15 -24 

25 -44 

3199.2 
131.4 

56.8 

138.9 
294.4 

2470.9 
75.9 
47.5 

150.1 
264.7 

-22.77 
-42.24 
-16.37 
+8.06 

-10.09 

Diseases of the Heart .918 1.070 .16.56 
Diseases 1.195 1.255 .5.02 

)alignant Neoplasms .842 1.008 +19.71 

Influenza and .904 1.186 31.19 
Accidents 1.639 1.691 .3.17 

45 -54 846.5 852.5 +.71 Total, Five .978 1.119 +14.42 
55 -64 1903.2 1823.6 -4.18 
65 -74 3798.9 4074.6 +7.26 
75 and over 11266.5 10325.8 -8.35 

Ratio: to High- Income counties 

All ages (adjusted)0 1.042 1.087 +4.32 

'Same ). 

as 1. 

by age- group: as 1. 

Under 1.128 1.314 +16.49 were allocated to cause in with the Seventh Revision of the 
1 -4 1.281 -19.75 of i of 19611- were 
S -14 1.327 1.260 -5.05 have fur 
15 -24 1.669 1.232 -26.00 by canse- of death, 
2S -44 
45 -14 

1.229 
1.019 
.991 

1.106 
1.116 

1.043 

-10.01 
+9.52 
5.85 

International List 'lumbers 

.__.1969 -71 Causes of Death 

65 -7.4 
75 ovar 

.954 
1.027 

1.073 
1.054 

.12.47 
.2.63 of the 400-402, 411-143 390-398, 402, 4114, 410-429 

141)-211 

450-4113 470-474, 480-486 

as 1. 

an 1. of basic as 1. 

no 1. 

Source of data: as 1. 



TABLE 4. 

Age -Adjusted lbrtali,y Rates per 100,000 Population' 

By State Economic Area" 

Maryland, 1959 -61 and 1969 -71 

State Economic Area 
Median 
Family 
Income+ 

1959 -61 
(Weighted 

1969 -71 
(Weighted 

Average)0t0 
Percent 
Change 

(1) (2) (3) 

Metropolitan Washington 11,103 700.8 641.6 -8.45 

South Central Maryland 8,589 719.0 639.9 -11.00 

Metropolitan Baltimore 8,364 860.6 822.1 -4.47 

North Central Maryland 7,492 807.5 702.4 -13.02 

Southern Maryland 7,075 853.3 823.6 -3.48 

Western Maryland 6,247 839.2 759.6 -9.49 

Eastern Shore 6,218 840.2 824.7 -1.84 

'Sank as Table 1. 
04State 

economic areas are relatively homogeneous subdivisions of states. They consist of 
groups of counties which have similar economic and social characteristics. boundaries 

of these have been drawn in such a way that each state is subdivided into relatively 
few parts, with each part having certain significant characteristics which distinguish it 
from adjoining areas. 

as Table 1. 

4State Economic Areas are ranked in accordance with the mean of the median family incomes 
for 1960 and 1970. 

Source of basic data: Same as Table 1. 

TABLE S. 

Infant Mortality Rates' by Comity 

Twelvo Highest and Lowest Median Family Income Counties" 

1959-61 and 1969 -71. 

County 1959 -C1 1969 -71 Percent Change 

(I) (2) (3) 

Maryland 27.0 19.0 -29.63 

High-Income Counties 

Montgomery 19.6 14.5 -26.02 
Prince Georges 23.8 16.8 -29.41 

32.5 19.1 -41.23 
Baltimore 21.9 13.6 -37.90 
Anne Arundel 24.6 16.6 --32.52 
Hai-fold 22.8 16.4 -48.07 
Charles 39.4 22.7 -42.39 
Cat rol l 26.2 16.6 -36.64 
Frederick 23.4 16.2 30.77 
Baltimore City 33.3 26.0 -21.92 
Cecil 27.2 16.9 37.87 
Washington 25.6 19.4 -24.22 

Weighted Average 26.7 18.4 -31.09 4 

Average 26.7 17.9 -32.96 4 
Standard Deviation S.4 3.3 - 

Low- Income Counties 

Wicomi co 33.9 25.4 -25.07 
Calvert 28.5 21.4 -24.91 
Allegany 20.1 19.4 - 3.48 
St. Marys 29.6 23.3 -41.28 
Talbot 33.2 22.5 -32.23 
Queen Annes 27.9 18.6 -33.33 
Kent 39.7 20.5 -48.36 
Dlorcheste: 41.2 29.5 -28.40 
Caroline 27.5 18.9 -31.27 
Worcester 42.0 34.0 -19.05 
Garrett 26.7 25.9 ]0.49 
Somerset 33.3 25.5 -23.42 

Weighted Average'" 30.2 23.3 -22.85 4 

Mean Average 32.0 23.6 -26.2S 
Standard Deviation 6.3 4.4 - 

Ratio: to Iligh- income Counties 
(Weighted Averages) 1.131 1.266 - 

Deaths per 1,000 live births 

Same as Table 1. 

Same Cs Table 1. 

4 
Computed from the figures in Columns (1) and (2), rather than by averaging percent 
change figures for idtol counties. 

Source of basic data: Same as Table 1. 



6. 

Infant Mortality Rates by Color 

Twelve Highest and Twelve Lowest Median Family Income Counties 

Maryland, 1959 -61 and 1969 -71. 

Color 

1959 -61 1969 -71 

Low - Income 
Counties 
(Weighted 
Average) 

High - Income 
Counties 
(Weighted 
Average) 

Ratio: 

Low to 
High - Income 

Counties 

Low - Income 
Counties 
(Weighted 
Average) 

High - Income 
Counties 
(Weighted 
Average) 

Ratio: 
Low to 

High - Income 
Counties 

(1) (2) (3) (4) (5) (6) 

22.5 22.4 1.004 18.1 16.2 1.117 

Nonwhite 48.2 42.7 1.129 44.4 25.4 1.748 

Same as Table 5. 

"Same as Table 1. 

Same as Table 1. 

Source of basic data: Same as Table 1. 



SURVEY DESIGNS WHICH EMPLOY DOUBLE SAMPLING SCHEMES FOR ELIMINATING MEASUREMENT PROCESS BIAS 

Judith T. Lessler, Research Triangle Institute 

INTRODUCTION 

The present paper describes some survey 
designs which employ double sampling schemes in 
order to reduce the measurement errors associated 
with estimates from a survey. Suppose one has 
available for use in a survey two measurement 
processes: a cheap -faulty measurement process 
and an expensive -accurate measurment process. 
If the net bias associated with the faulty 
measurement process is large, it may be advanta- 
geous to use a double sampling scheme for 
eliminating the measurement process bias. 

The concepts employed are based upon the 
Census Bureau model for measurement errors [1,2] 
which may be briefly described as follows: There 
exists a population of N individuals. For each 
individual in the population, one wishes to 
measure their values on a set of p characteris- 
tics. For a particular measurement process, the 
measurement obtained for the i -th individual at 
the t -th trial of the survey is The sub- 
script t indexes a series of repeatable trials 
of the measurement process (i.e. of the census 
or survey in question). 

One can define the expected value over 
trials of the measurement for the i -th individual: 

Et {YitlUi 1} = Yi , (1) 

where Ui is an indicator random variable denoting 
presence in the sample. 

If we denote the "true" or actual values for 
the i -th individual as 4i, then the expected 
measurement for the i -th individual may not be 
equal to the actual or "true" values for that 
individual. That is and there may be a 
net bias in the measurement process. For 
example, if one wishes to estimate the population 

mean X= X there is a net bias in the 
N i =1 

measurement process if 3 , where 
N 
E Yi . 

i =1 
We will term a measurement process which 

measures as a faulty measurement process. 
For a simple random sample of size n, the 

estimate of the population mean using the faulty 
measurement process is 

N 

t= Ui Yit (2) 

i 

N 

Now, E(i ) = ; and, assuming that there is no 
interaction between the sampling errors and 
measurement errors, i.e., 

Et (3) 
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(see Koch [2]) then the mean square error matrix 
of is 

MSE(ÿt) = (SMV) + (n- 1)(CMV) 

(4) 

+ BV + BT + TV 

+ B . 

The first term is the measurement variance 
(or response variance), and consists of two 

'terms: the simple measurement variance and 
the correlated measurement variance. This 

term arises because the measurements obtained for 

the i -th individual are not the same from trial 

to trial of the survey. 

The second term is the sampling variance, 
and is due to the variability of the 

round . The sampling variance is composed of 

three components: the sampling variance of 

the individual bias terms, around the 
net bias B; the sampling variance of the 

true values; and BT, the interaction between the 
individual bias terms and the true values. 

The third term B is due to the net bias 

the measurement process. 

THE DOUBLE SAMPLING SCHEME GENERAL 

The general double sampling scheme (DSS) is 

as follows: the survey is conducted in two 

phases. In phase 1, an initial sample is drawn 

and faulty measurements are obtained. In phase 

a subsample fo the original sample is drawn 

and one of two schemes are employed: 

1. Repeat measurement for each individual 

in the subsample are made using the faulty 

ueasurement process and the accurate values are 

obtained for each individual in the subsample. 

This scheme allows one to simultaneously esti- 

mate components of measurement error and 

eliminate the measurement bias. Assuming srs of 

size n and nl at the two phases of the survey, 

the unbiased estimate of X is 

= ylt 
- (5) 

If we assume that the measurements obtained 

pt the two phases of the survey with the faulty 

measurement process are independent, the 

variance- covariance matrix of is given by 

{(SMV) + (n-1)(CMV)} 

{(SMV) + 1)(CMV)} 

n-n 
+ 1 {BV} 

nn 
1 

1 
(Nn) N 

{TV} 

(6) 



2. One may measure only the accurate 
values in the subsample which allows one to 
eliminate the measurement process bias but not 
estimate the components or error. In this case, 
an unbiased estimator for X is 

= X- 

and 

V= 
n-nl 

nn1 

n-nl 

- } 

{(BV)} + 
n 

(Nn) {TV} 

Greater detail concerning the DSS may be 
found in Lessler [3]. 

SPECIFIC SURVEY DESIGNS WHICH EMPLOY DSS's 

(7) 

(8) 

The above DSS may be adapted to a variety of 
survey situations from the simple to the complex. 
The focus of the first scheme is to allow one to 
estimate the components of the mean square error 
of estimates using faulty measurement processes 

and to form estimates which are free of the net 
bias associated with the faulty measurement pro- 
cess. This is particularly important for the 
evaluation of ongoing surveys in which one 
wishes to estimate components of error in order 
that future adjustments can be made in the 
survey procedures that will accomplish a 
reduction of these errors. In addition, it would 
be useful for pilot studies of surveys in which 
alternative measurement processes including 
alternative questionnaires, types of interviewers, 

and other procedures are to be evaluated. 
Two specific survey designs which employ 

the first form of the DSS are illustrated in the 

following: 

A. A self -enumeration survey employing 
simple random sampling. 

An original sample is drawn and the faulty 

measurements are obtained. In a second phase of 

the survey, the accurate values are obtained for 

members of the original sample as well as 
remeasurements with the faulty measurement 

process. For example, the faulty measurement 

process might be a mail survey in which indivi- 

duals were queried as to certain demographic 

characteristics and their bank balance, income, 

health expenses, etc. A subsample is drawn and 
remeasurements obtained by the mail survey. In 

addition, record checks are done to obtain the 

accurate values. 

The following model for the faulty measure- 

ments is assumed. Here, a indicates the phase 

of the survey: 

Y. Xi + 
Bi 

(9) 
at 

We assume the following: 
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1. 
Et(Yiat) 

Y = 1, 2 (10) 

2. 
Et (Biat) 

= Bi , a 1, 2 (11) 

3. The measurement process is equally 
variable from trial to trial so that 

Et{(Biat 
- 

B ) 
2 

]- for a = 1, 2. (12) 

4. The measurement process for each individual 
in the sample is statistically independent of 
that for any other individual and is statisti- 
cally independent between phases for a particular 
individual, i.e., 

Cov(Biat' 
Bi'at) 

= Cov(Biat' 
Bia't) 

= 

for i i', . 

The variance of in terms of this specific 

model is 

V(zt) 1 {SB2} (13) 
1 1 

{S2} 

where 

N 

S 
2 

1 = E Y2 
Y N 

2 
B 

N 

NI1 
E (Bi B)2 

i=1 

N 
S2 N11 (Xi 

i=1 

Letting U and Vi be the indicator random 

variables indicating presence in the sample and 

subsample respectively, we have the following 

sample estimators for the above variance com- 

ponents. 

1. The subsample variance of the true values sx2, 

N 
sx2 

nl-1 
E [Vi(Xi . 

n 
1 

1 
-1 

E(sx2) S2 

2. The subsample variance of the bias terms, 
N 

sB2 
iE 

-Xi) 

E(sB2) SB2 



3. The between -phase within individual sum of 

squares s 
w 
2, 

N 2 

sw i UiVi(Yilt Yi2t) 

2 

) = 
nl 

Thus we have the following set of estimators: 

S = s 2 
x 

2 
2 

SB 

2n1 

2 

2 2 sw 
= 

2n1 

B. Survey Design Using Interviewers 

In addition to the population of N indivi- 
duals, let there be a fixed population of B 
interviewers, indexed by the subscript j, 
available for use in the survey. A simple random 
sample of size n is drawn for the first phase of 
the survey. Each individual in the sample is 
assigned at random to one of the interviewers. 
The interviewer structure is characterized by 
indicator random variables Cij where 

1 if the i -th individual is assigned 
Cij to the j -th interviewer 

0 otherwise. 

For simplicity, we assume n = Br. The subsample 
and interviewer structure at the second phase is 
characterized by indicator random variables VI 

and Dij respectively. is the measurement 

obtained for the i -th individual by the j -th 
interviewer at the a -th phase of the t -trial 
of the survey process. A specific model for the 
faulty measurements is: 

Yijat = R+HI+B+Li+Qj+(IQ)ij+Zjat+Rijat (14) 

where the effects in the model are defined using 
the following, 

Et(Yijat) Yij 

1 B 
Yi = 

N 
j=l 

Yij 

N 
12.j 

i =1 
Yij 
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N 
Y.j 

= 
at N il Yijat 

N N B 
E = 

i=1 i=1 j=1 

N 
= E 

i=1 

= 
i 

- Xi 

N 

Bi 
í=1 

which gives 

, 

Bi , 

, 

Q. = V - 

- - Qj - 

N 
= Ziat 

and 

Rijat - 

Let 

and 

Et 

2 
(15) 

Et ijat2} = nij2 
(16) 

If we assume that the measurement process asso- 
ciated with each interviewer is statistically 
independent of that associated with any other 
interviewer and is statistically independent 
from phase to phase for the same interviewer, 
but may be correlated within interviewers at a 
particular phase, then the variance of 

t 
in 

terms of this specific model is 

n(N -r )+n (N -r) 2 

t 
) = {Sc2} 

+ nn 
1 1 ) {S } + 

1 N -1 

{SIQ2} + 2 + {S2).(17) 

1 



Each variance component is defined as follows: 

S 2 {l E E.2} 
=1 

= Interviewer random effect variance 

N B 

S2 {NB 
j=1 

= Interviewer individual interaction 
random effect variance 

2 1 N {B(N-1) 
B 

2 
} SIQ i1 (IQ)ij 

= Interviewer individual interaction 
fixed effect variance 

N 
S2 = Hit} 

= Sampling variance 

N 
SB2 = E Lit} 

L =1 

= Sampling variance of the bias terms. 

Given the above assumptions, the following set of 

estimators allows one to estimate each of these 

components. 

1. s2 =S2 
x 

2. Between -phase within interviewer within 
individual sum of squares, BPWII, 

N B 

BPWII, = UiV.CijDij(Yijlt- 
Y )2 ij2t 

j =1 

2r1(SE 2 + . 

phase within interviewer between 
sum of squares, BPWIBI, 
N B 

BPWIBI = E U.Ui,V.Vi,CijCi,jDijD 
j =1 

Yi'jlt) Yij2t- Yi'2t))2 

r 
1 
(r 

1 
-1) (r -1) 4N 

2 
E(BPWIBI) - 

(n -1) (N -1) 

4. Within phase within interviewer between 
individual sum of squares, WPWIBI, 

N B 

WPWIBI = E E 
Yi'jlt 2 

j =1 

E(BPWII) = 

3. Between 
individual 

E(WPWIBI) = 2 Br(r-1) {S2 + SB2 + S1Q2 Sn2}. 
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5. Between phase between interviewer between 
individual sum of squares, BPBIBI, 

N B 

BPBIBI = E E U.Ui,ViVi,C..Ci,j,D..D.,j, X 

i #i 

[(Yíjlt 

4(r-1)r1(r1 
1) 2 (B-1)N 2 

E(BPBIBI)= n-1 BSIQ + N-1 

Thus we have the following set of estimators. 

S2 = s 
2 

x ' 
BPWIBI 

r1(r1 -1)(r-1)4N 

(n-1)(N-1) 

2 BPWII 2 

2r 
1 

BPBIBI 
4(r-1)r1(rl N) 2 

IQ 
N-1 

(n-1) B B 

2 

SB 

WPWIBI "2 2 

S SIQ 

N 2 

2Br(r-1) N-1 

The second form of the DSS is not directed 
at getting estimates of the components of error 
but, rather, at eliminating the net bias asso- 
ciated with the faulty measurement process. In 

addition, it should be noted that the correlated 
measurement variance makes a negative contribu- 
tion to the variance of the estimate. This 
component, when present, is thought by many to 
make the largest contribution to the MSE of 
estimates using the faulty measurement process. 
As example of a survey which may employ the 
second form of the DSS is as follows: 

C. A Multistage Cluster Sampling Design for the 
National Medical Care Expenditure Survey 

RTI is in the process of designing a National 
Medical Care Expenditure Survey. The original 
specifications called for conducting household 
interviews in which the medical care expenditures 
of each member of the household are collected 
along with other data. Following this, the 

medical care provider and third party payors (TPP) 

were to be visited and the actual cost of the 
medical care was to be obtained. The obtaining 
of provider data and TPP data is an expensive 
procedure and cost savings could result if 

provider data are collected on a subsample basis 

and these data used to correct for the biases in 

the entire household interview data. The proposed 

plan for the sur 
An original sample of households is drawn 

and interview values obtained for each individual 

in the household. A subsample of the households 



and individuals within households is drawn and 
the accurate values obtained for each individual 
in the subsample. The survey design is as 
follows: 

Yijkt 

Xijk 

M= 

Ñ=N= 

= L= 

The interview value obtained for the 
k -th individual, in the j -th household, 
of the i -th cluster, at the t -th trial 
of the interview process. 
the accurate value obtained for the 
k -th individual, in the j -th household, 
of the i -th cluster. 
number of clusters in population 

average number of households in a 
cluster (or Ni if cluster sizes are not 
equal) 

average number of individuals in a 
household (or L., if household sizes 
are not equal).' 

In this case, we are not interested in 
estimating the components of error and are only 
interested in eliminating the bias. 

Assuming srs at all phases of sampling with 
an original sample of clusters of size m, an 
original household sample within each cluster 
of size n, and corresponding subsample sizes of 
m1, and n1 and within household subsamples of 

size we have the following: 

The estimator is 

Yt 
st 

V(wt) = MV + BV + TV . 

TV = Mm) 
i=1 

+ (NÑn 
1 

M N 

{ M(N-1) 
H. 

} 

m-m M 
BV = E Ki2} 

i=1 

1 
N-nl 

1 -n. 

(N ) 
} 

(18) 

(19) 

1 M N 2 

{M(N-1) 

1 L-R1 1 
M N L 

2 
+ 

1 

NM(L-1) jl klEijk 

1 M 2 1 M 
i M(M1) 

N-n M N 2 

1 1 

L 
1 

M N L 

+ L 1)i 

The previous components are derived from the 

following model for the 
Yijkt: 
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Yi jkt= + + + Hi + Lijk + K. + Aij + Eijk 

+ Fit + Gijt + Rijkt 

Qi = cluster effect = i X. 

Hij = household effect 

Lijk = individual effect = Xijk 

Ki = bias effect for cluster i = 

= bias effect for household = 

Eijk = bias effect for individual = 
B. 

Fit Yit ' Et 
{F 

it } Et 
{F 

it 2} 

Et{Gijt}=0, Et{Gijt2}=nij2. 

Rijkt =Yijkt YíjkGijt Fit' Et(Rijkt) 

Et(Rijkt 
2 

) = pijk 
2 

We will let the various components be denoted 

M M N 

SQ2= 
Qi2' 

SH2 

M(N -1) 
E etc. 

i =1 i =1 j =1 
In order to have a cost effective design for 

the survey, it is necessary to determine the 
optimum sizes of the sample and subsample. To 

do this one must have estimates for the following 
set of variance components: 

(1) S + SE2 

(2) Sn2 + SA2 

(3) S2 - S, + SK2 

(4) SQ2 

(5) SK2 

Suppose pilot study data is available in which 

interview values and accurate values are available 

for each individual in the pilot study. Then the 

above components can be estimated using the 

following sums of square and sums of products. 



Summary of expected values of sums of squares and sums of products 

Between 
Clusters 

Between 
Households 

Between 
Indivi- 
duals 

SSY SXY 

(m-1) SQ2 + 

(m-1) 
2 n N H 

) 
{S2-S4' 

SQ2 + SK2 + 2SQK} 

2 + 2 + S 2 + 2S } n N A 

} (m-1) {SQ2 + SQK 

2 + } 
N 

m(n-1) 
SH2 

m(n-1) SA2 + 2SHA} m(n-1) {SH2 + 

mn(L-1) SL2 mn(L-1) 
a, l, 

+ 2SLE} mn(L-1) {S 
L 

+ SLE) 

OPTIMUM ALLOCATION TO THE SAMPLE 
AND SUBSAMPLE 

In each of the above cases, the variance of 
the sample statistics may be written in terms of 
the following simple expression 

K V 2 
V = V 

k=1 
o 

(21) 

where VK2 and are the variance and cost com- 
ponents associated with the k -th design level. 
In addition, simple linear cost functions may be 
used of the form 

K 
C = E CK + Do 

k=1 
(22) 

Thus, optimum allocation to sample and subsample 

for fixed cost may be obtained using the usual 

solution to the above linear forms. In addition, 

overall multipurpose allocations may be derived 

using a procedure proposed by Kish in 1974 [4]. 
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Introduction 

THE COHORT FACTOR IN THE GROWTH OF CRIME' 

Irving leveson, Hudson Institute 

crime rates for 15 year olds. The trend line is 

shifted upward when a new generation appears which 
is more crime prone than its predecessors. The 
upward shift is a "cohort effect" and the under- 
lying trend a "period effect." Panel B shows the 
effects of the same change on the crime rate of 
all persons age 15 -24. As a result of the cohort 
effect, in one year the crime rate for 15 year 
olds rises, in the next year the rate for 16 year 
olds rises and so on. As time passes a larger 
proportion of 15-24 year olds is composed of per- 
sons with the greater tendency to commit crime. 
The average crime rate for all 15 -24 year olds 
rises until all 15 -24 year olds are from the new 
group. During this growth period a new trend is 

established which is the sum of both cohort and 
period effects. After the new level is reached 
for 24 year olds the slope of the crime trend 
will return to its original level but crime will 
grow from a higher rate. 

Figure 1 deals only with a once and for all 
change. Cohort effects may also operate in the 
form of a trend factor which makes each succeeding 
group of 15 year olds more likely to commit crime 
than its predecessors. In Panel A of Figure 2 
the crime rate of 15 year olds rises from year -to- 
year as the result of the continuous arrival of 
groups increasingly likely to commit crime. The 
observed increase in crime along the solid line 
is the sum of the effects of this cohort trend 
and the period trend of the dotted line. In a 

period during which such a cohort trend is being 
introduced the average crime rate of 15 -24 year 
olds rises by increasing absolute amounts (Panel 

B). After the new trend has reached the 24 year 

olds the slope of the trend will continue at its 

high level as each age in the 15 -24 year group is 

becoming more crime prone than its predecessors. 

Some explanations of the rise in crime sug- 
gest influences which are a characteristic of the 
period observed. A decrease in the availability 
of jobs or a decline in the likelihood of punish- 
ment might lead concurrently or with a short lag 
to an increase in crime in each age group. Other 
potential explanations, however, depend primarily 
on the characteristics which the individuals 
bring with them as they enter the ages at which 
crimes are committed in significant numbers. An 
increase in parental permissiveness, for example, 
might produce a new generation of children which 
is more likely to go on to commit crime at older 
ages. 

Explanations of the latter type can be 

characterized by a cohort process in which crime 
increases as successive cohorts are replaced by 
others more likely to commit crime than their 
predecessors. Shifts in criminality from one 
cohort to the next result from the combined 
effects of the contributions of behavioral forces 
which it may not be possible to separately identi- 
fy and measure. 

The objective of this analysis is to deter- 
mine the separate contributions to the rise of 
crime of cohort effects and period effects. The 
separation of the cohort from period effects has 
presented a significant problem in the interpre- 
tation of social data. While the basic concepts 
have long been understood, in the simplified 
empirical procedures which are in common use the 
cohort and period effects are intermixed. Exami- 
nation of data on specific cohorts -- looking at one 
age one year, the next age in the next year, 
etc. --as a means of trying to identify a constant 
group of persons under constant conditions also 
combines period and cohort effects since period 
forces can produce shifts and rotations in age 
profiles.2 Significant improvements in method- 
ology for estimating age, period and cohort 
effects in observations on individuals have 
occurred during the last several years.3 

The present analysis separates age, period 
and cohort effects in aggregate data. Information 
over time by single years of age is examined, 
making use of the fact that a cohort effect 
implies that a rise at one age in one year will 
be associated with a rise at the next age in the 
next year. Shifts between successive cohorts, 
free of period -effects, are estimated in order to 
determine their contribution to the growth of 
crime. The separation of cohort and period 
effects makes it possible to test and measure 
various notions about the way in which a cohort 
process works. At the same time it is possible 
to obtain clearer measures of the static age 
profiles --age patterns that exist in a constant 
population under constant conditions. 

A View of the Crime Growth Process 

The nature of a cohort process is illustrated 
in Figure 1. Panel A shows a rising trend in 
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Social variables affecting crime which them- 
selves have a trend would be expected to produce 
such a cohort trend effect. This can be expected 
to occur commonly and it is this form with which 
we will deal. It is apparent that in the presence 
of such patterns prediction based on observed 
trends may be inappropriate. If trends in social 
variables producing cohort effects are about to 
change or if the base period for prediction con- 
tains the effects of changes in trends which are 
not likely to continue, serious error may result. 

Separation of Age, Period and Cohort Effects 

Cohort and period effects are intermingled 
in observed patterns of crime rates by age as well 
as in trend data. Curve 1 in Figure 3 shows a 

static age -crime profile. If there were no under- 
lying trend in crime rates within age groups 
there would still be a tendency for crime rates 

to rise and fall as persons entered more crime - 
prone years and moved out of them. Crime rates 
for a cohort which became 15 years of age in 1952, 

for example, might be greater in 1953 at age 16, 

rising from point A to point B. If crime rates 
rose in all age groups from one period to the 

next the age -crime profile would be higher each 
year than the year before. The crime rate of 16 



year olds in 1953 would rise by the sum of the 
general rise BC and the movement along the age 
profile AB. Observed movements of crime rates 
under the influence of such a general trend would 

trace out a new and steeper curve (II) passing 

through points A and C. 

The introduction of a cohort trend effect in 

addition to the general trend is shown in Curve 
III. The "class of 1953" begins with a higher 
crime rate than the "class of 1952." The differ- 

ence is the sum of the greater general tendency 
for crime in 1953 than in 1952 (AD =BC) and the 

greater tendency for the new cohort to commit 
crime DE. The slope is parallel to Curve 
because the new cohort is also subject to a trend. 

Observed relationships such as Curve and Curve 

III differ from the static age profiles of Curve 
I by both period and cohort effects and the usual 

method of plotting values by age over time will 
not separate them. 

We can statistically separate cohort effects 
from period effects by estimating the equation 

= al + + 

where I is the arrest rate for the ith age in 

year j (for example 16 year olds in 1953), 

j_.l is the arrest rate for the preceding age 
in preceding year (for example 15 year olds in 

1952) and Pj is a measure of period forces affect- 
ing crime. The response coefficient b11 measures 
the importance of the cohort effect as the amount 

that the number of arrests will rise in one year 
when there is an increase of one arrest in the 

preceding age in the preceding year. The size of 
bll will depend on the relative size of cohort and 

period effects. 

(1) 

Empirical Tests 

Equation I was estimated for city arrest 
rates of all index crimes, index violent crimes, 
index property crimes and the seven categories of 
index crimes over the period 1952 to 1973. In the 

set of equations for each crime the arrest rate of 
persons age 25 and over was used to represent 
period effects. The arrest rate of persons one 

year younger in the preceding year measured the 

crime factors peculiar to a cohort. The analysis 
was performed for each age 16 -24. The estimated 
equations for violent crime are presented in 

Table 1. 

Typically, 95 percent of the variation in the 

age- specific arrest rates for violent crime was 
associated with the explanatory variables. Most 

of the estimates of response coefficients to 

cohort and period effects are statistically sig- 
nificant at very high levels. An increase of 100 

violent crimes at one age is associated with a 

rise of 50 -60 crimes in the next age in the 

following year. There is a tendency for cohort 

response rates to be lower after age 20. Property 

crime rates also show highly significant cohort 

responses (Table 2). They are somewhat smaller, 
however -- typically .4 -.5. A smaller response 

after age 20 is also evident. 
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Shifts in Age- Arrest Profiles 

A measure of the contribution of cohort 
effects to the rise in crime can be obtained by 
examining shifts in age profiles. Gross age 
profiles in the data on arrest rates for 15-24 
year olds from 1947-1973 are similar to those 
observed in other studies. The gross age pro- 
files for violent and property crimes are shown 
in Figures 4 and 5. Arrest rates are plotted 
for each cohort. The year assigned to each 
curve is the year in which that cohort was age 
15. The age- arrest profile of the "class of 
70" is far higher than the "class of 52," 
reflecting the influence of both period and 
cohort effects. Because period effects produce 
a rise in arrest rates over time the shapes of 
the age profiles give a distorted picture of 
age patterns which would exist with other 
conditions unchanged. The patterns in the 
gross data show apparent tendencies for violent 
crime arrest rates to rise sharply with age in 

the teen years and then level off and for 
arrest rates for property crimes to decline 
with advancing age. 

We can make use of the estimates of the 
strength of period effects to derive net age - 
arrest profiles which indicate the age patterns 
in arrest rates when period effects are removed. 
Net age- arrest rates (N¡j) were derived by 
standardizing the gross age- specific arrest rates 
to the 1973 period effects. 

= b12 (Pi) (2) 

The measure of period effects --the arrest rate 
for persons age 25 and over --was subtracted in 

each year from its 1973 value to obtain P. This 

period difference was multiplied by the period 
response coefficient for each age group separately. 
The result was added to the gross arrest rate for 

that age in that year in order to obtain the 
arrest rate that would have been observed in that 

age in that year if the 1973 period effect had 

prevailed. The procedure was repeated for each 
crime using information specific to that crime. 

Net age- arrest profiles with the period 
effects removed are shown for violent crimes in 

Figure 6. The differences between the net and 

gross patterns are striking. When period factors 

contributing to the rise in arrest rates are 

removed the violent crime age profiles are much 

closer together and no longer show a steep in- 

crease in the teenage years. Comparison of 
Figures 5 and 7 also indicate that for property 

crime the cohort profiles have become close 
together. 

In order to estimate the extent of cohort 

shifts over time an equation was fitted to the 

net age- arrest profiles. The arrest rate is a 

function of age for each cohort and the level of 

the age- arrest relationship varies from year to 

year. nNi the net arrest rate for the i th age 

group in j th year, is given by: 

nN ¡j a2 + b21A +E (b22D1 + ...b2,0n -1) (3) 



where A is age and Dl to Dn is a set of dummy 
variables which take on values of zero and 1 for 
each of the n -1 cohorts. Data were used for all 
cohorts which were included completely in the 
period 1952 -1973.4 The last group reaching age 
24 in 1973 was 16 years old in 1965. Thus, the 
last dummy variable denotes the class of '65. 

The ratio of any year's cohort position to the 
position of the 1952 cohort is obtained by taking 
eb2,n. 

Indexes of arrest rates attributable to 
cohort shifts are shown in Table 3. Values for 
the cohorts 1963-65 are significantly different 
from those of the class of '52. Between 1952 

and 1965 cohort influences produced a rise in 

arrest rates for index property crimes of 18.1 
percent, an average growth of 1.3 percent per 
year. Cohort shifts raised the violent crime 
arrest rate by even more, 28.6 percent, or 2.0 
percent per year. The effect on homicides is 

particularly striking. Cohort shifts accounted 
for a rise of 40.3 percent in homicide arrest 
rates between 1952 and 1965, an annual growth 
rate of 2.6 percent. The indexes show a sharp 
jump after 1962. Cohort effects were about the 
same size for violent and property crimes 
between 1952 and 1960. After 1960, however, the 
violent crime effects were much greater. 

These tests do not indicate whether cohort 
shifts had a greater impact after the early 1960s 
Inspection of Figures 4 and 5 suggests, however, 
that a sharp jump also occurred in 1966 for both 

violent and property crimes and continued to 
1968 for violent crimes. No upward shifts are 
indicated in the remainder of the decade. 

Figure 6 shows a pattern of upward shifts in 

age profiles of violent crime arrest rates at a 

higher percentage rate for the youngest offenders. 
Tests of this pattern were conducted by estimat- 
ing separate equations for each cohort and 

comparing successive age slope coefficients. 
The equations confirm the observation that 
the particularly rapid upward shift of the 
cohort profiles has contributed to the rapid 
growth of youth crime.5 

1This paper is excerpted from Irving Leveson, 
The Growth of Crime, Hudson Institute, July, 

1975, Chapter 5. 

2 The combination of a cohort and period effects 
has typically been used as a measure of cohort 
effects alone, both in aggregate analyses and 

in longitudinal studies of the behavior of 
individuals. See A. Joan Klebba, "Homicide 
Trends in the United States, 1900 -1974," Public 
Health Reports, 90, No. 3 (May /June, 197577-51717 

195 -204 and Marvin Wolfgang, Robert Figlio and 
Thorsten Sellin, Delinquency in a Birth Cohort, 
Chicago: University of Chicago Press, 1972. 

Klebba notes that the 15 -19 year old population 
in 1972 had a higher homicide death rate than 

the cohort 5 years earlier and suggests that as 

a result 20 -24 year olds can be expected to 
show an increase in homicide rates in the future. 

3lmportant advances have been made using multiple 
classification analysis. See Karen Mason, 
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et al., "Some Methodological Issues in Cohort 
Analysis of Archival Data," American Sociological 
Review, 38, No. 2 (April, 1973), pp. 242 -258 and 
H. Winsborough, "Age, Period and Cohort Effects 
on Earnings by Race," Social Indicator Models, 
edited by Kenneth Land and Semour Spilerman, 
New York: Russell Sage Foundation, 1975, pp. 

201 -217. 

4Equations with age in the linear form yielded 
nearly identical estimates of cohort shifts. 

5Tests were conducted to verify that this pattern 
was not an accidental result of the way in which 
period effects were measured. Equations in 

Tables I and 2 were reestimated including alter- 
native measures of youth unemployment as an 

additional period variable. The cohort response 
coefficients were affected insufficiently to 

account for this pattern. Furthermore, if it 

were the result of insufficient control for 

youth unemployment a rotation of age profiles 
would have been expected for property crimes as 
well. 
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Table. 1 

RESPONSES OF VIOLENT CRIN ARREST TES FOR PERSONS AGE 16 

F% T 

Constant 
Term 

Cohort Period Coefficient of 
Determination 

16 -90.4 .903 1.885 .978 
(8.755) (3.344) 

17 -171 6 .627 3.051 .969 
(5.107) (3.887) 

18 -29.6 .621 1.927 .923 

(3.454) (1.629) 

19 -20.3 .641 1.431 .945 

(5.454) (2.13 ) 

20 -56.4 .736 1.296 .950 
(6.230) (2.094) 

21 -85.0 .657 2.084 .949 
(5.027) (3.139) 

22 -59.6 .482 2.156 .960 

(4.761) (3.931) 

23 -67.1 .318 2.707 .878 

(1.545) (2.932) 

24 -261.8 .348 4.448 .968 
(2.397) (7.417) 

Note: t ratios are in parentheses. 

Tabie 2 

RESPONSES OF PROPERTY CRIME ARREST RATES FOR PERSONS AGE 16 -24 
TO COHORT AND IERIOD EFFECTS 

Constant 
Term 

Cohort 
Response 

Period 

Response 
Coefficient of 
Determination 

16 650.6 .560 4.107 .879 
(4.518) (2.086) 

17 -233.7 .294 8.566 .933 

(3.173) (5.952) 

18 -344.1 .521 4.795 .941 

(3.701) (2.598) 

19 -88.9 .544 3.771 .932 
(2.891) (2.217) 

20 -234.6 .520 3.096 .947 

(3.527) (2.324) 

21 -289.2 .461 3.783 .953 

(3.667) (3.779) 

22 -126.2 .364 3.055 .966 

(3.571) (4.001) 

23 -200.2 .128 4.105 .957 

( .916) (5.270) 

14 -497.7 .289 4.9411 .989 
(2.827) (10.133) 

Note: t ratios are in parentheses. 



FIGURE 4 

GROSS AGE PROFILES OF CITY ARRESTS FOR PROPERTY CRIMES 
(PER 100,000 PERSONS) 
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FIGURE 5 

GROSS AGE PROFILES OF CITY ARRESTS FOR VIOLENT CRIMES 

(PER 100,000 PERSONS) 
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FIGURE 6 

NET COHORT AGE PROFILES OF CITY ARRESTS FOR VIOLENT CRIMES 

(PER 100,000 PERSONS) 
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FIGURE 7 

NET COHORT AGE PROFILES OF CITY ARRESTS FOR PROPERTY CRIMES 

(PER 100,000 PERSONS) 
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Table 3 

INDEXES OF ARREST RATES 
ATTRIBUTABLE TO COHORT SHIFTS 

(1952 100) 

Cohort Violent Property Homicide 

1952 100.0 100.0 100.0 

1953 97.7 97.9 100.9 

1954 99.6 102.2 102.1 

1955 102.4 101.2 104.1 

1956 107.5 110.8 116.0 

1957 108.7 111.3 115.3 

1958 107.5 109.0 116.3 

1959 111.3 110.9 123.3 

1960 108.8 108.2 118.5 

1961 109.0 105.1 116.8 

1962 111.9 106.2 122.8 

1963 155.7 118.8 134.9 

1964 125.9 120.1 136.0 

1965 128.6 118.1 140.3 



OPTIMUM ALLOCATION IN STRATIFIED RANDOM MULTIPLICITY SAMPLING 

Paul S. Levy 
University of Illinois at the Medical Center 

School of Public Health 

This work considers estimation of dichoto- 
mous characteristics of rare populations by 
sample survey. In particular, we investigate 
optimum allocation when a network sampling rule 
(also called multiplicity rule) is used to link 
members of the rare population to enumeration 
units and when the enumeration units are chosen 
by stratified random sampling. For this situa- 
tion, formulae are derived for optimum allocation 
under the restriction that an enumeration unit is 
linked to at most one member of the rare popula- 
tion, and the cost efficiency of network sampling 
rules is compared to that of conventional enumer- 
ation rules. 

1. Introduction 

This report is concerned with the estimation 
of the prevalence of dichotomous attributes among 
members of "rare" population groups where a 
"rare" population group is considered here to be 
one which consists of less than 3% of the total 
population. In the field of health statistics, 
we often are interested in making inferences 
about rare populations. For example, approxi- 
mately 1% of the total U.S. population dies 
during a given year, and hence, decedents repre- 
sent a rare population group. Another common 
problem is that of association between two 
disease conditions. For example, we may be in- 
terested in determining whether gout occurs more 
frequently among diabetics than among non- diabet- 
ics. Since recent surveys have estimated the 
prevalence of diabetes to be in the neighborhood 
of 3.0 per 100 persons diabetics consti- 
tute a rare population group. 

Often, characteristics of rare populations 
are examined not from random samples of the rare 
population groups but from "collections" of in- 
dividuals from these groups selected for conve- 
nience. For example, association between two 
diseases is often examined from hospitalized 
patients and, as Berkson has pointed out 
the same association between two conditions found 
among hospitalized patients may not exist in the 
general population. Thus, in order for valid 
inferences to be made concerning rare population 
groups, one is often necessarily confronted with 
the problem of seeking them out by sample survey. 

The problem of locating members of rare 
population groups by sample survey for purposes 
of estimating their characteristics has received 
recent attention among survey statisticians. 
Sudman L 71, suggested-the use of stratifica- 
tion, Bayesian optimum allocation and sequential 
analysis to increase cost efficiency. Sirken, on 
the other hand, has developed the theory of 
network sampling (discussed below) as a tool for 
measurement of characteristics in rare popula- 
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tions /-3 /, and has used it in _a wide variety of 
applications /-4 /-5 (-6 /. 

The concepts, formulation and notation used 
here are similar to what was used by Sirken and 
Levy /-5 /. In particular, this work investigates 
again the effect which manipulation of enumeration 
rules (or counting rules) has on the precision of 
estimators derived from sample surveys. An enu- 
meration (counting) rule is an algorithm for 
linking enumeration units with elements. For 
example, in household surveys for estimating 
deaths, an enumeration rule might specify that a 
death can be reported only in the household of the 
decedent. Another enumeration rule might specify 
that a death can be reported in the decendent's 
household or in the household of any sibling of 
the decedent. The former counting rule is an 
example of a conventional counting rule since it 
links every element (decedent) to only one enu- 
meration unit (household), while the latter is a 
network counting rule since an element can be 
linked to more than one enumeration unit. The 
rationale behind network rules is that they can 
increase the "yield" of rare events in a sample 
survey which results in estimates having increased 
precision. In a series of papers, Sirken / 3 /, 

/-4 _/, and Sirken and Levy have developed 
expressions for unbiased estimates of character- 
istics and for the variances of these estimates 
when network counting rules are used. 

In this report, methods are developed for 

optimum allocation in stratified random sampling 
when a network estimator is used to estimate the 
prevalence of a dichotomous attribute in a rare 
population group. 

2. Method 

Let us suppose that the rare population 
group consists of Y members or elements, X of 

which have some dichotomous attribute, A, and Y -X 

do not. Let us suppose further that the total 
population consists of L enumeration units 

grouped into H strata with Lh enumeration units 

appearing in the hth stratum, h 1,..., H, and 
that within each stratum, elements having 

attribute A and - elements not having at- 

tribute A are linked to enumeration units in the 
stratum by a conventional counting rule. For 

convenience, we assume that within each stratum 
(h), elements with the labels Ihi' i = 

have attribute A whereas elements with labels 
= + 1,..., Yh do not have attribute A. 

Let us suppose that within each stratum, a 

simple random sample of enumeration units is 



drawn for purposes of estimating the prevalence, 
X/y of attribute A among members of the rare 
population. For each stratum, enumeration unit 
specific prevalence rates are given by: 

and 

/ Lh 

hy 

Likewise, for each stratum we define 

/L 

/ 'h hx / 

and over all strata we define 

and 

= Y/L 

Rx X/L 

Y = X/Y = R / R 

In this formulation, we will assume that 
within each stratum, the counting rule used 
specifies that each of the Yh elements of the 

rare population is linked to at least one of the 
enumeration units in the stratum but to no 

enumeration unit in another stratum. If the 
counting rule used is a conventional one, then 
each element would be linked to one and only one 
enumeration unit in the same stratum. On the 
other hand if the counting rule used is a 

network sampling rule, then an element may be 
linked to more than one enumeration unit. In 

addition, whether the counting rule used is a 
conventional or network rule, we place the im- 
portant restriction that no enumeration unit is 
linked to more than one element of the rare 
population. 

From the simple random sample of enumer- 
ation units in each stratum, we obtain the 
estimate y' of Y given by: 

where 

H H 
Y'=( Lh yh/th) (1) 

h=1 

yh= Eh 
j=1 7 

xh= 
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' = 
hi Ehai Wha, 

Yh 
= 

hi aXh + 1 ahai Wha 

i 
1 if element Iha is linked to enumeration 

unit i by the counting rule,6hai = otherwise, 

represent the indices of enumeration 
h 

units the sample, 

and Wha = hai = the multiplicity of element 
i =1 

Iha (i.e., the number of enumeration units 

linked to element by the counting rule). 

Since Y' is a ratio estimate based on strati- 
fied random sampling, its approximate variance is 
given by: 

)/(h Lh))/RY (2) 

h=1 
where 

2 2 2 2 
= + Y Shy 2y 

and where S2 Shy2 and Shy are within 

stratum variance and covariances with respect to 
the distribution of elements having attribute A 
and not having attribute A among enumeration 
units in the stratum. 

For enumeration rules based on network 
sampling in which an enumeration unit is linked 
to at most one element, Sirken and Levy / 5_/ have 
shown that: 

and 

where 

and 

2 S=Rnx 

2 
Shy = Rhy (Ehy - 

Shxy 
Rhx 

E= ( 1/Wha) / h 
a=1 

Y 

Ehy 1 / Wha) 
a=1 

Thus, 
is given by: 

(3) 



S = Rhx) + (Ehy - R_ ) 

- 2y (4) 

3. Optimum Allocation 

Let us suppose that the average cost per 
enumeration unit in stratum h is given by the 
equation: 

ch = cl + c2 Why (5) 

where c1 is the cost component associated with 

screening a sample enumeration unit and deter- 
mining whether it is linked to a member of the 
rare population, c2 is the cost component 

assocaited with interviewing the member or 
members of the rare population linked to the 
sample enumeration unit, determining whether the 
individual has attribute A, and determining the 
total number of enumeration units linked to the 
individual (i.e., determining the multiplicity, 
Wha, of individual and 

Why Wha / Yh 
is the average multiplicity 

of elements in stratum h. Then, the total cost, 
c, for a survey of enumeration units in 
stratum h, h = 1, ..h, H, is given by: 

+ (6) 

Where ch is given by equation (5) for h 1, 

H. 

With cost function of the form given by 
equation (6), it is a well known result /-'22 , 

that optimum allocation of sample to strata 

at fixed total cost, c, is given by: 

where 

c*h 
h 

Sh = / 

(7) 

(8) 

By substitution of (4), (5), and (8) into 
equation (7), we can obtain an explicit formula 
for and for a conventional rule, if we 

assume that the cost component,c2, is the same 
as that for multiplicity rule, this explicit 
formula is given by: 

h cl + c2 
h cl c2 Rhy 

where 

(9) 
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ah = (1-Yh y (1- Rhy) 

If yh = y for all h, the explicit formula is 
given by: 

- yEhy / /c1 + c2 
= 

Ehx - + c2 
h 

(10) 

4. Comparison of Variances Under Different 
Counting Rules 

If we make the simplifying assumptions that 
Ehx Ehy = E, that W = W and that yh = y for 

h = 1, ..., H, it can be shown that the formula 
for the approximate variance of y' (equation (3) ) 

for the optimum allocation, th at cost c reduces 
to the form given by: 

_ (1-Y) E [E cl ]2 (11). 

If we assume that the cost component, c2, remains 

the same whether a conventional or network sampl- 
ing rule is used, then the variance of y' at 
total cost, c, for a conventional counting rule 
is given by equation (3) with E and W set equal to 
unity. Thus, the ratio of the variance y' under 
network sampling to that under a conventional rule 
at the same total cost is given by: 

H 
E [ (1 + c2 

h=1 

H 
[ E (1 c2 R 

h 

/ 

h=1 

(12) 

For most values of c2, and likely to encoun- 

tered in practice, expression (12) will be approx- 
imately equal to E, and hence, for most applicat- 
ions, network sampling will result in estimates 
having lower variance at the same total cost than 
estimates based on a conventional counting rule. 

5. Discussion 

Although methodology for the use of network 
enumeration rules in stratified random sampling 
has been developed previously [4], this is the 
first work in which optimum allocation has been 
considered for network sampling. The scope of 
this work, however, is limited to the estimation 
of dichotomous attributes (proportions), and the 
methodology developed here depends on several re- 
strictions which will be reiterated below. 

Perhaps the most important restriction on 
the results developed here is to counting rules 
in which each enumeration unit is linked to at 
most one element. If this restriction were not 



made, algebraic expressions for the variances of 
estimates under network sampling rules become 
extremely complex and involved [3], [5]. whether 
or not this restriction makes sense depends, of 
course, on the particular enumeration rule and 
the particular application. For example, in 

surveys for the prevalence of diseases which 
have a genetic component, one might expect a 
clustering of elements among particular enumera- 
tion units in which case, the expressions for 
optimum allocation developed here would not be 
valid. In other cases, the results developed 
here seem safe to use. 

The other restriction on enumeration rules 
imposed here is that an element can be linked to 
enumeration units only in the same stratum. 
While this restriction is easy to impose, it 
could also decrease the yield of elements 
obtained in a sample and hence increase the 
sampling variance of the estimator. 

For each stratum, the average cost per 
sample enumeration unit cl + c2 Rhy Why depends 

on three factors, namely cl, the cost of 

screening an enumeration unit for purposes of 
determining whether any elements of the rare 
population unit are linked to it, c2, the cost of 

obtaining the desired information concerning a 
sample element including the multiplicity of the 
element and R. Why, the average number of 

elements per enumeration unit for a particular 
counting rule in a stratum. Although it was 
assumed here that the cost components, cl and c2 

are independent of the particular enumeration 
rule used, it should be recognized that this 
might not be a safe assumption to make when the 
process of determining the multiplicity of an 
element is complex or difficult and adds con- 
siderably to the cost. 

Perhaps the most interesting result is that 
obtained for the ratio of the sampling variance 
of y' under a network sampling rule to that 
under a conventional counting rule in the sit- 
uation where yh is the same for all strata and 

the multiplicity parameters are the same over 
all strata (expression (12) ). This ratio is 

equal to E, the inverse harmonic mean of the 
multiplicities multiplied by a factor which in 
most situations will be only slightly greater 
than unity. Thus, the parameter E, would give a 
rough indication of the extent to which the 
sampling variance can be reduced by use of a 
network counting rule over a conventional rule 
at equivalent field costs. 

Finally, it should be mentioned that the 
important problem of measurement error in 
determining the multiplicities of elements, 
which was not treated here should be taken into 
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consideration in choosing a particular counting 
rule, since errors in the multiplicities could 
introduce serious biases. 
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PREDICTING INDIVIDUAL r.IGRATION BEHAVIOR* 

Wen Lang Li, Ohio State University 

Migration prediction is an important and 
well -attended topic. The literature in migration 
studies is overwhelmed by this type of research. 
But, despite their diverse formulations, the 
basic of migration prediction can be summarized 
in the so- called "gravity model" (Shaw, 1975, 
Ch. 3). It was proposed by Zipf (1946) as 
follows: 

P P. 

D.. 

where Mi. = net or gross migration between areas 
i and j 

P. = population in area i 

D.. = distance between areas i and j 

K = constant term. 

This type of prediction model is important 
because it attempts to estimate the volume of 
population flows among regions, which are indis- 
pensable for the projection of regions' 
populations. But, this type of prediction method 
is inadequate because it assumes that we have 
already known the regions' populations, Pi and 
P.. In fact, the regions' population should be 
predicted, not as predictive variables. 
Demographers have come to realize that perhaps 
our understanding of migration behavior is not 
proper enough for predicting regional populations 
(Bogue, 1959). 

There are some other models which attempt 
to "explain" migration behavior. The major 
difference of these models and gravity models is 
that their focus is on migration behavior, instead 
of the amount of migration. A migration rate is 
constructed based on whatever direction of move- 
ment: immigration, outmigration, or net migrat- 
ion. The units of analysis are mostly geographic: 
counties, states, or census tracts. Some socio- 
economic characteristics of the areas are also 
collected. Then a multivariate analysis is per- 
formed, which generally is a linear regression, 
to derive the most acceptable prediction model 
of migration behavior. 

Because of the units of analysis are geo- 
graphic, the observations derived from the analy- 
sis have to be confined in the regional context. 
The results of migration research are hardly 
generalizable. Consequently, the majority of 
migrations is meaningful only in the historical 
sense. The traditional "push -pull" models have 
yielded little predictive results except to de- 
pict the regional socioeconomic correlates of 
migration. It would be truly an "ecological 
fallacy" if these observations are translated 
into migration predictions (Robinson, 1950). 

Although it has been acclaimed as one of the 
meaningful explanations of migration behavior 

* This paper has been written with the partial 
support of the National Institute for Child 
Health and Human Development, HD- 07094 -01. 
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(Herrick, 1965), the push -pull model is at most a 
relabelling of the migration process. That people 
moves itself implies a departure from the area of 
distress to the areas of attraction. Numerous 
amounts of studies have endeavored to delineate 
the complexity of the "pull" and "push" forces, 
but the model is not able to take into account the 
behavioral components of the migrants. As Wolpert 
(1965:161) pointed out: 

Attempts at model building in migration 
research have largely focused on variables 
and surrogates such as distance and eco- 
logical characteristics of places exerting 
'push' and 'pull' forces,' to the exclusion 
of behavioral parameters of the migrants. 

Migration as an Individual Behavior 

Migration is basically an individual behavior. 
It is the individual who decides whether to move 
or to stay. Even in an area of natural disaster 
many people choose to stay. The importance of 
considering the decision mechanisms in the 
migration process is clear. Perhaps the precise 
mechanisms involved in the process varies from 
case to case. But, it is possible that certain 
regularities can be detected and generalized. 

Cost- benefit model was proposed as an 
approach to study the migration decision process 
(Sjaastad, 1962). It attempts to calculate the 
monetary and employment payoffs as affecting 
migration behavior. Nevertheless, the classic 
utility concepts may not be useful in migration 
explanations. Many non -monetary forces are 
important and yet difficult to be directly mea- 
sured. Obviously, a person's decision to migrate 
is dictated by a variety of socioeconomic con- 
straints, for example, his stage of life cycle, 

his employment status, or his social contacts with 
other communities. Before a cost- benefit model 

can be fully developed, it is perhaps more proper 
that the study of migration behavior should begin 
with the theories of migration differentials. 

Unfortunately, the theories of migration 

differentials are relatively underdeveloped. As 
aforementioned, model constructions in migration 
studies are predominantly in aggregate level. One 

of their distinctive features is to treat a pop- 

ulation as homogeneous. The differential aspects 
of interregional population movement are not well 
attended in previous research (Li, 1970). The 

census data from which most generalizations of 
migration differentials are drawn do not have 
much behavioral measurements. The aggregate data 

make it impossible to extend further the theories 

of migration differentials. Except some scanty 
attempts (Beshers and Nishiura, 1961; Lee, 1966), 

many researchers seem to contend that a search for 

universal generalizations would be fruitless. 

Bogue (1959) concludes as follows: 

A little reflection convinces one that the 
search for universal migration differentials 
not only is doomed to failure but also fails 

to appreciate the reasons for migration 
selectivity. ( Bogue, 1959: 504). 



Such pessimistic contention may not only be 
due to the nature of migration data. The analy- 
tical methods employed to study migration 
differentials may also be a contributing factor. 
They are generally so primitive that an extensive 
study of the migration propensity is impeded. 
Multivariate analysis techniques have been used 
by previous researchers (Hamilton, 1959; Bogue, 
et. al., 1953; Tarver, 1961). In most cases the 
method is multiple linear regression which re- 
quires stringent assumptions and particular units 
of analysis. Yet migration is basically a binary 
variable: to move or not to move. Although the 
analytical techniques for this type of problems 
have been proposed in 1930's (Fisher, 1937), it 

is only in recent year that the method has 
received extensive attention (Cox, 1970). 

The purpose of this paper is to introduce 
a multivariate analysis technique to migration 
studies. The technique is useful in analyzing 
migration behavior in the micro (individual) 
level. Its application will predict individual 
as well as aggregate propensity to migrate. The 
subsequent portion of this paper is divided into 
three parts: first, the structure of the model; 
next, the nature of the data and selected pre- 
dictive variables; and finally, the research 
findings and conclusions. 

The Model 

The first step of the model is to use the 
linear discriminant function as proposed by R. A. 

Fisher (1936). We are given two groups of persons: 
migrants and nonmigrants. Every person is meas- 
ured by k numbers of socioeconomic characteristics, 
or variables. It is assumed that, in the popu- 
lation from which the groups are drawn, the 

characteristics have a common multivariate normal 
distribution. The discriminant coefficients 
(which is analogous to regression coefficients) 
can be computed by: 

b V 
-1 

d (2) 
where V lis the inverse of the pooled covariance 
matrix and d the vector of differences between the 
pairs of means of the two groups. The constant 
term of the discriminant function is estimated by: 

k 
a = x11) - ln(n0 /n1) (3) 

where 0 and i denote respectively migrant and 

non -migrant groups; the ith variable's mean; 
and n the number of persons in each group. In 

other words, the constant term is a function of 
discriminant coefficients, the average values 

of the variables, and the proportion of migrants. 
Based on the assumptions of homoscedasticity 

and multivariate normality, it is possible to 

show that a multiple logistic function can be 

derived from the linear discriminant function 

(Cornfield, 1967). And the predicted outcome 

corresponds to the probability of migration, such 

as: 

e-(a+ (4) 
where e is the base of natural logarithms. The 

multiple logistic function can be used for 
screening highly mobile individuals in the general 
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population. 

But the assumptions involved in this formu- 
lation are too stringent. Migrants' or nonmigrants' 
characteristics are rarely normally distributed, 
nor their covariance matrices are identical. To 
avoid such restrictions Walker and Duncan (1967) 
suggest a maximum likelihood approach. For a 
group of n individuals, the likelihood function 
of migration is: 

L (1-p. ) 

1-y. 

(5) 
J 

where y. equals to one or zero depending on whether 
the jthJindividual is a migrant or not; andir is 
the product sign. The function is to be maximized. 

Newton -Ralphson procedure is chosen. The coeffi- 
cients from the linear discriminant function are 

used as initial values. Through successive 
approximation some refined estimates of the coeffi- 
cients are obtained. Tests on the goodness of 
fit, such as maximum likelihood ratio, can deter- 
mine whether the model outcomes are agreeable with 
the empirical data. 

Data and Variables 

The public use sample data of the 1970 census 
are used to test the model. From one -in- 10,000 
U.S. population, individual's information on 

socioeconomic activities in both 1970 and five 
years earlier in 1965 was collected. A question 
was asked about the place of residence in 1965. 

Together, these data make it possible to identify 
the migration and socioeconomic characteristics of 

every individual. Those whose states of residence 

differ between 1965 and 1970 are grouped as migrants; 
otherwise, nonmigrants. Of the total 20,196 

persons in the sample, our analysis includes only 

the household's chief income recipients. Although 
they are not strictly the household heads, the 
chief income recipients are perhaps the major 

decision -makers of migration behavior. Other 

household members are excluded. Thus, the sample 

size for this study is reduced to 7,124 persons; 

roughly one person for one household in the U.S. 

Three predictive variables of migration be- 

havior are selected as predicated by the nature of 

the data. These variables were also shown to be 
highly related to migration in previous studies. 
The first variables is age, which is a clear 
determinant of migration behavior. Age is almost 

a perfect indicator for the stage of life cycle. 

It is also closely related to the duration of 

residence. Both concepts have been used as the 
predominant explanations for why people move 

(Rossi, 1955; Morrison, 1967). Thomas' classic 

report on migration differentials shows a de- 
finitively established generalization: young 
adults are more mobile than older persons (Thomas, 
1938). As presented in Figure 1 our data clearly 
confirm this generalization. Migration behavior 

is indeed a decreasing function of the aging pro- 

cess. 

Years of schooling are used as the second 

predictive variable of migration behavior. Many 

previous studies have observed that migration is 

positively related to education. The number of 

years one spends in schooling undoubtedly expand 

his information contacts with outside world beyond 
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his locality. Wolpert (1965) has called our 
attention to the importance of "information fields" 
in regulating people's search behavior. In 
addition, Bogue et. al. (1957) conclude that the 
two factors that seem to contribute most to the 
mobility of the population are above average 
educational training and employment in white collar 
occupations. Again, our data clearly support this 
observation. Figure 2 shows that migration be- 
havior is determined by the number of years of 
schooling. 

The last predictive variable is employment 
status before migration occurs. The 1970 census 
provides the possibility of testing this relation- 
ship. A question was asked to every sample 
individual about his economic activity in 1965. 
As shown in Table 1, the results from the census 
data strongly suggest that migration and employ- 
ment status are related as observed in many pre- 
vious studies. Both Lansing and Mueller (1967) 
and Li ( 1976) have found that unemployed persons 
are much more likely to migrate than are employed 
persons, and that persons in schooling or in 
military services are perhaps the most mobile of 
all. 

Empirical Results 

The three predictive variables of migration 
behavior are denoted respectively by xl, x2, and 
x3. Both age and educational attainment use 
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Table 1: Household Chiefs by Economic Activity 
and Migration Status: U. S., 1970 

Economic 
Activity Migrants Nonmigrants 

Percent 
Migrant 

Employed 401 4,146 8.8 

Unemployed 412 1,636 20.1 

Services & 
Schooling 220 309 41.6 

Total 1,033 7,124 35.2 

straightforward measurements. Employment status 
is measured by: 0 for the employed, 1 for the 

unemployed, and 2 for being in colleges or military 
services. Premilinary results of the linear 
discriminant function, as described in Equation 
(2) and (3), are shown in Table 2. The constant 
term has a value of -1.691, which serves as a 
reference point for the comparison of discriminant 
scores among the sample individuals. The discri- 
minant coefficients for the three predictive 
variables are -0.031, 0.046, and 1.176 respective- 
ly. The signs of the coefficients are consistent 



with what have been observed in the literature. 
Following the procedure described in Equation 
(5), a more refined version of the model is ob- 
tained. Compared to the results of the prelimi- 
nary version, the values of the constant term and 
the discriminant coefficients decrease slightly 
The value of a is -1.436, whereas the coefficients 
for x 

1, 
x and x3 respectively are -0.029, 0.038, 

and 0.803. 
To assess the statistical significance of 

the discriminant coefficients, the following 
formulation is used to compute the standard 
errors of the estimates: 

(6) 

where w is the diagonal vector of V , and m is 
(1 /nn+1 /n1). The results of s vector are also 
show in Table 2. Then t- scores are computed and 
used to determine the significance of the coeffi- 
cients. It is noted that the three predictive 
variables are all statistically significant at 5 

percent level. In other words, the results are 
quite consistent with the theories which were 
previously presented. 

Table 2: Results of Model Implementation 

Variable 

Preliminary Version 

bCoefficients Standard 
error 

t 

Score 

xl 
-0.031 0.002 -15.4 

x2 0.046 0.010 4.6 

x3 1.176 0.055 21.2 

Constant a -1.691 

Refined Version 

-0.029 0.002 -12.8 

x2 0.038 0.011 3.4 

x3 0.803 0.050 16.0 

Constant a -1.436 

The refined version of the model can be used 

to predict an individual's migration probability. 
Assume that a person is 25 years of age, college - 
graduated and employed, the model predicts that 
his migration probability would be 0.173, or 17.5 

percent. If he happens to be unemployed, then the 
probability increases drastically to 31.9 percent. 
And, if he is in military services, his chance to 
move across state boundries is 48.9 percent. 

Table 3 presents the simulated migration 
probabilities for a person who is 25 years of age 
in the U. S. The probabilities are calculated 
with various assumptions about his educational 
attainment and employment status. A general 
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pattern emerges. It is noted that an increase of 
his educational level will result in an increase 
of roughly 2 percent points in migration pro- 
bability. For example, among the employed the 
migration probability is 0.153 for a high- school 
graduate and 0.173 for college graduate. The 
difference is exactly 0.02. On the other hand, 
a change of the employment status, from being 
employed to unemployed, will almost double his 
migration probability; say, for an uneducated 
to change from 0.103 to 0.204. The results appear 
to indicate that employment status weights much 
more than educational attainment in determining 
migration behavior. 

Table 3: Simulated Migration Probability for a 
Person at Age 25. 

Educational 
Attainment 

Employment status 
Employed Unemployed 

Schooling or 
Services 

None 0.103 0.204 0.364 

6th Grade 0.126 0.243 0.417 

9th Grade 0.139 0.264 0.445 

12th Grade 0.153 0.287 0.473 

College Graduate 0.173 0.319 0.489 

The predicted probability can be used as an 
instrument to screen the potential migrants. Note 
that the overall rate of migration is 14.5 per- 
cent as estimated from our sample. In other 

words, about 15 out of every 100 Americans are 
expected to migrate across state boundaries during 
5 -year period. Undoubtedly, any individuals whose 
predicted migration probability is higher than 
this figure would be judged as potentially active 
migrants. The average adult American is not a 
potential active migrant. Statistically speaking, 
he is about 46 years of age, received 11 years of 
schooling, and currently employed. His predicted 
probability of migration is only 8.7 percent, 
which is far less than 14.5 percent as expected. 
Nevertheless, if he happens to be unemployed, his 
migration probability would nearly be doubled. It 

increases to 17.5 percent. In this case, he would 
be a potentially active migrant. 

An important use of the model is for regional 
population estimation and projection. As every 

individual's migration behavior can be predicted, 
so is the total population in an area. It is a 

simple case of summation. If a person's migration 
probability is 0.3, whereas another person is 0.7, 
then it is expected that one out of these two 
persons will be a migrant. Table 4 shows that 
through such aggregation the model can yield fairly 
reliable estimation of migrants for a region. As 
a case of illustration, the division of East South 
Central has 60 migrants in the sample; our model 
estimates it has 62. The migration rate is almost 
identical between the observed and the predicted. 



Table 4: Observed and Predicted Migrants and Migration Rates by Division, 1970 

Division 
Number of Migrants 

Observed Predicted 
Migration Rate ( %) 

Observed Predicted 

New England 71 65 16.4 15.1 

Middle Atlantic 141 179 10.8 13.7 

East North Central 151 188 10.9 13.7 

West North Central 62 78 11.0 13.9 

South Atlantic 199 159 18.6 14.9 

East South Central 60 62 14.1 14.5 

West South Central 94 96 14.4 14.8 

Mountain 80 48 26.2 15.8 

Pacific 175 157 17.7 16.0 

Total 1,033 1,033 14.5 14.5 

It is not only that a region's amount of 
migrants can be estimated, but also the demo- 
graphic characteristics of the migrants can be 
ascertained. Given enough sample size, the model 
can yield an estimation of migrants by age, sex, 

and race for each region. This type of in- 
formation is urgently needed in the projection of 
a region's population. As shown in Table 5, 

migrants are estimated by age for each division. 
Migration rates are then computed. The pre- 
dicted migration rates are compared with the 
observed migration rates. In many cases the good- 
ness of fit seems quite acceptable. 

Some Cautious Remarks 

A micro- predictive model as proposed in 
this paper has its merits as well as demerits. 
Although we have presented some pleasing results, 
they are by no means overwhelmingly satisfactory. 
The success of a prediction model depends on 
many factors. The most important one is perhaps 
the choice of "right" predictive variables. 
Obviously, the choice should be based on both 
theoretical and methodological considerations. 
Kendall (1966) has suggested a so- called "ratio - 
statistic method," which is unfortunately not 
usable because of the nature of our data. That 
this paper relies on is strictly theoretical 
considerations. It is therefore suggested that 
more behavioral variables need to be taken into 
account. And more sophisticate methods of 
variable - selection should be explored. 

Though we have attempted to aggregate in- 
dividual migration probabilities into a region's 
migration estimation, the major thrust of this 
paper is to present a micro model. No serious 
attempt has been made to relate the behavioral 
prediction with locational characteristics. As 
Lee (1966) correctly pointed out, a proper model 
of migration should simultaneously consider four 
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dimensions: characteristics of origin, of destin- 
ation, of intervening obstacles, and of migrants. 
This paper chooses to expand upon Lee's paradign 
through investigating first the migrants' charac- 
teristics as determinants of the migration 
decision. One may argue that the decision to move 
is a direct reflection of the locational charac- 
teristics. However, both the micro and the macro 
aspects of migration are indeed difficult to be 
separated. It is imperative that a behavioral 
model as presented in this paper should be inte- 
grated with a location model. 
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THE ANALYSIS OF CYCLIC POINT PROCESSES WITH WALSH FUNCTIONS* 

Walter S. Liggett, Jr., Tennessee Valley Authority 

Transformation by Walsh functions is a 
technique useful for uncovering the interactions 
among the daily, weekly, and seasonal cycles 
often present in societal data. The structural 
and sampling properties needed for interpreta- 
tion are simple, the former because Walsh func- 
tions are easy to visualize, the latter because 
the normal approximation applies whenever the 
total number of events is large. This paper 
demonstrates these properties including their 
extension multivariate point processes. This 
technique is illustrated by applying it to a 
series of robberies. 

1. INTRODUCTION 
For many series of events, the rate of 

occurrence is modulated by periodic phenomena of 
known frequency and also non -periodic phenomena. 
Robberies are one illustration. Although the 
frequencies are known, the effects on the rate 
of occurrence of the various phenomena are 
neither additive nor multiplicative but unknown. 
In other words, the rate function changes from 
period to period under influences of longer - 
period phenomena and non - periodic phenomena, 
influences that interact in an unknown way. 
For example, the weekday rate function for 
robberies differs from the weekend rate function, 
the winter from the summer. That the rate of 
recurrence is small also motivates the analysis to 
be discussed. 

The data being considered can be regarded as 
a point process with interesting non -stationary 
characteristics. Lewis [8] illustrates point - 
process methods with admissions to a hospital 
emergency roam. Some point process methods 
[3, 7, 8] are appropriate, but others [2, 4], 
meant for stationary point processes, are not. 
The data can also be regarded as a sparse 
contingency table with interesting interactions. 
For example, the table might have as dimensions 
an appropriate division of the day, day of the 
week, and week of the year. Thus, contingency 
table methods [1, 6] are appropriate. 

Properly applied, transformation by Walsh 
functions shows the periodicities, the interac- 
tions, and how rapidly the rate function changes 
within periods. As discussed below, the Walsh 
transform must be matched to the frequencies 
present. Some Walsh coefficients indicate 
periodicities because they are averages over 
all periods of a function of the counts within 
a period. Other Walsh coefficients indicate 
interactions because they are differences 
between periods of a function of the counts 
within a period. Further, Walsh coefficients 
indicate behavior of the rate function within 
periods because they are based on successively 
finer divisions of the time scale. 

* This research was supported by the Office of 
Naval Research under Contract -74 -C -0432 
(NR 042 -327) while the author was affiliated 
with the SIAM Institute for Mathematics and 
Society and the New York City -Rand Institute. 
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Thus, the Walsh transform gives at once 

coefficients that contraindicate smoothing by 
combining cells(using a courser division of the 
interval)and coefficients that contraindicate 
smoothing by ignoring interactions. In the 
analysis of sparse tables, comparison of these 
types of smoothing is important. 

One further type of smoothing should be 
considered, combining events that are somewhat 
different. Extension of the Walsh -transform 
technique to this case is indicated. 

Because Walsh functions have a range of 
+1, each Walsh coefficient is the difference 
between numbers of events in a two -way parti- 
tion of the total interval. Consequently, the 
easiest interpretation of the Walsh coefficients 
is in terms of an additive model. When compared 
to multiplicative models, additive models have 
disadvantages [1]. However, because the co- 

efficients are differences of counts, the normal 
approximation applies regardless of the cell 
size. Thus, the distribution theory for Walsh 
coefficients is simple. 

The proper application of the Walsh trans- 
form to most data requires adding to the series 
periods that contain no events. For example, 
an eighth day must be added to the week and 
twelve weeks must be added to the year. These 

additions are needed because the Walsh trans- 
form only matches frequencies that are a power 
of two times some lowest frequency. Because 
of these additions, some of the Walsh coeffi- 
cients must be adjusted so they can be compared 
to zero. 

The Walsh transform is like analysis of 
variance with orthogonal contrasts. These 
techniques are identical if the ratios of the 
cycle lengths are a power of two, as required for 
proper application of the Walsh transform. 
Alternatively, orthogonal contrasts could have 
been used without adding zeros. This latter 
approach does not give uncorrelated coefficients 
as is usually the case in analysis of variance 
because the process is nonhomogeneous. Further, 
the results of the latter approach are not as 

easy to interpret because the resulting coeffi- 
cients are not simple differences of counts. 

The Walsh transform has attracted attention 
in signal processing because it is easily 
computed, requiring only n log2 n additions for 
an n -point transform [ 9, 10, 11] . 

2. A SERIES OF ROBBERIES 
The data that motivated this paper are 

descriptions of robberies (the taking of some- 
thing from a person by force or threat of force) 
and purse snatchings that occurred in the Bronx 
during 1969 and 1970. These descriptions were 
recorded on a special form by the New York City 
Police. The recording was ordered and carefully 
supervised by the commander of the Bronx, who 
used the data for operational purposes. Beside 
time and place of occurrence, these descriptions 
include characteristics of the victims, perpetra- 
tors, and circumstances of the crime. Many 
series of events recorded by institutions have 
similar statistical properties. 



For these data, the shapes of the daily, 
weekly, and seasonal patterns, as well as how 
they vary with event characteristics, are of 
interest. However, the intent of this paper is 
not to present a picture of robbery but only to 

illustrate the Walsh transform. The incidents 

used for illustration are single -victim, non- 

commercial incidents in which the victims were 
males between the ages of 18 and 52. The inter- 

val examined is the 52 week period from Sunday, 
July 27, 1969 to. Saturday, July 25, 1970. This 

interval is chosen so that the first and fourth 
quarters are in daylight saving time and the 
second and third quarters are in standard time. 

In this application of the Walsh transform, 
the day is divided into eight subintervals: 
1:01 a.m. to 9:00 a.m., 9:01 a.m. to 1:00 p.m., 
1:01 p.m. to 3:15 p.m., 3:16 p.m. to 5:20 p.m., 
5:21 p.m. to 6:45 p.m., 6:46 p.m. to 8:30 p.m., 
8:31 p.m. to 10 :15 p.m., and 10:16 p.m. to 
1:00 a.m. The unequal subintervals are justified 
because the shortest period expected in robbery 
data is one day. Thus, the time scale for days 
can be replaced by any monotone function of time. 
The eight subintervals are chosen to equalize the 
number of single -victim non -commercial incidents 
in each subinterval. Because the data contain 
ties due to rounding of event times, this cannot 
be done exactly. Since the equalization is for 

victims of all sexes and ages, equalization for 
a particular victim sex -age category such as 
adult males is not expected. 

To meet the requirement that the ratios of 
the periods must be a power of two, a day with 
zero events is added to each week and three 

weeks with zero events are added to each 

quarter. The zero -event day follows Sunday, 

becoming the second day of the week. The 

three zero -event weeks follow the last week 

of the quarter. Including the divisions of 

the day, this produces 4096 (212) subintervals. 

The Walsh transform is applied to the counts 
in these subintervals. 

Because of the added zero -event sub- inter- 
vals, some comparisons computed by the Walsh 
transform are between subintervals of unequal 
length. The Walsh coefficients that compare 
weeks within a quarter compare either eight 
weeks to five weeks or seven weeks to six 
weeks. Thus, they will not be zero when the 
weeks of the quarter are the same. Similarly, 

the Walsh coefficients that compare days within 
a week compare four days to three days. Thus, 

they will not be zero when the seven days of the 
week are all the same. For example, the Walsh 
coefficient that is the difference between the 
number of events on Sunday, Friday, and Saturday 
and the number on Monday, Tuesday, Wednesday, 
and Thursday does not account for the unequal 
number of days in the two groups. 

The proper adjustment is normalization by 
the lengths of the subintervals compared. 
Walsh coefficients can be obtained in four steps: 
by evaluating for each day a function of the 
occurrence times in that day, by evaluating for 
each week a function of the daily values obtained 
for that week, by evaluating for each quarter a 
function of the weekly values obtained for that 
quarter, and by evaluating for the year a 
function of the quarterly values obtained. 
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Each of these functions is either a sum of the 

values for the next shortest period or a 
difference of two sums of the values. Adjust- 

ment for the added zero -event subintervals 
is needed when a difference of sums of daily 
or weekly values is involved. The proper 
adjustment is division of each sum by the 

number of actual days or weeks it contains. In 

the above example, the number of events occurring 

on Sunday, Friday, and Saturday should be divided 
by three and the number in the second group by 

four. This is equivalent to creating an adjusted 
coefficient by replacing the zero -event subinter- 
vals with average days or average weeks and then 
transforming. This second procedure is identical 
to the procedure actually followed. 

The Walsh transform applied to the robbery 
data is the one described by Manz [9]. The 42 
coefficients that have the largest adjusted 
values are given in Table 1. The coefficient 
numbers (which start with zero) are given in 
both decimal and binary form. Next, the Walsh 
coefficients obtained with the added zero -event 
subintervals are given. Finally, the adjusted 

Table 1. The Largest Coefficients 
in the Robbery Data. 

Coefficient Number Walsh Adjusted 
Decimal Binary Coefficient Coefficient 

o o 2135 - 
1 1 -447 - 

loo 157 178 
11 1 011 173 152 

128 10 000 000 -81 224 

255 11 111 111 -455 -150 
639 1 001 111 111 161 156 
876 1 101 101 100 -163 -153 

1024 10 000 000 000 729 
1025 10 000 000 001 -169 
1026 10 000 000 010 245 - 

1152 10 010 000 000 133 237 
1160 10 010 001 000 -199 -183 
1280 10 100 000 000 249 145 
1284 10 100 000 100 135 152 
1440 10 110 100 000 -129 -140 
1663 11 001 111 111 195 171 
1919 11 101 111 111 127 151 
1961 11 110 101 001 -139 -144 
2014 11 111 011 110 143 145 
2047 11 111 111 111 167 
2048 loo 000 000 000 529 
2049 100 000 000 001 -225 - 

2052 100 000 000 100 123 142 
2176 100 010 000 000 193 269 
2508 100 001 100 185 174 
2626 101 001 000 010 167 168 
2680 101 001 111 000 -89 -140 
2687 101 001 111 111 187 141 
2695 101 010 000 111 169 157 
2696 101 010 001 000 153 155 
2815 101 111 111 195 149 
2852 101 100 100 100 157 145 
2943 101 101 111 115 161 
3071 111 111 319 
3072 110 000 000 000 591 
3073 110 000 000 001 -175 - 

3074 110 000 000 010 175 
3200 110 010 000 000 171 255 
3563 110 111 101 -143 -145 

3931 101 -139 -147 
4095 111 111 111 111 217 



Figure 1. The Weekly and 
Seasonal Variation in the 
Daily Pattern. 
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coefficients are given for those Walsh coeffi- 
cients that compare subintervals of unequal 
length. Coefficient 0 is not a difference but 
the total number of incidents. 

Each Walsh coefficient (except 0) is the 
difference between two counts that can be 
considered independent Poisson random variables. 
Thus, the variance of each Walsh coefficient is 
estimated by the total count, 2135. Since the 
two counts are large enough for the normal 
approximation to apply, three standard devia- 
tions (which equals 139) has its usual meaning 
as a standard of comparison. Estimates of the 
variance of the adjusted coefficients vary from 
coefficient to coefficient. However, for the 
purpose of choosing the significant coeffi- 
cients, the variances of the adjusted coeffi- 
cients are nearly the same as those of the Walsh 
coefficients. 

Consider the meaning of the coefficients in 
Table 1. Beside coefficient 0, the largest is 

coefficient 1024. This coefficient is the 
number of events that occurred in the first two 
and the last two subintervals of the day minus 
the number in the middle four subintervals. It 

shows that more incidents occur between 
8:31 p.m. and 1:00 p.m. the next day than in the 
other part of the day. Since the subintervals 
are chosen to equalize the rate of occurrence, 
it follows that the reverse is true for victims 
in other sex -age categories. The other coeffi- 
cients in Table 1 that are sums over all days 
of differences between parts of the day are 
coefficients 2047, 2048, 3071, 3072, and 4095. 

The coefficients in Table 1 that show the 
variation of the daily pattern from quarter to 
quarter are coefficients 1, 1025, 1026, 2049, 
3073, and 3074. Coefficient 1 compares the 

MON TUE WED 
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first half of the total interval (which ends 
January 24, 1970) with the second half. It 
shows an upward trend. The next largest in this 
group is coefficient 1026. It is a comparison 
between the middle half of the year and the 
first and last quarters. The quantities 
compared are sums over the two parts of the 
year of a function of the daily pattern. This 
function is the first two and last two sub- 
intervals of the day minus the middle four 
subintervals. It shows that the predominance 
of attacks between 8:31 p.m. and 1:00 p.m. the 
next day is more pronounced during daylight 
saving time. 

The coefficients in Table 1 that show the 
variation of the daily pattern within the week 
are 128, 255, 639, 1152, 1280, 1663, 1919, 
2176, 2687, 2815, 2943, and 3200. These coeffi- 
cients are affected by the added zero -event 
subintervals. Coefficient 128 is the number of 
events on Sundays, Fridays, and Saturdays minus 
the number on Mondays, Tuesdays, Wednesdays, 
and Thursdays. This difference has a value of 
-81. Since each day of the week has an average 
of 305 incidents, the adjusted coefficient is 
224. It shows that on a per day basis weekends 
have more events than weekdays. 

Retransforming some of the Walsh 
coefficients provides an informative 
display of the data. The first graph 
in Figure 1 shows that the first and last sub- 
intervals of the day predominate. As noted 
above, coefficient 1024 reflects this. The 

second and third graphs are additive corrections 
to the first. The second shows the correction 
to the daily pattern for eight divisions of the 
year. As shown by coefficients 1025 and 1026, 
the large percentage of incidents in the first 



and last periods of the day is more pronounced 
in the last quarter of the year. The upward 
trend is also evident. The third graph shows 
the corrections by day of week. As would have 
been noted if coefficient 1152 had been discuss- 
ed, the predominance of the first and last 
periods of the day is more pronounced on week- 
ends. 

Figure 1 does not display all the coeffi- 
cients in Table 1. Some, such as coefficient 

11, may indicate the need for finer graduation 
of the season. Others, such as coefficients 

1284, 2626, 2680, and 2695, may indicate that 
the weekly pattern varies with season. The 

others may have a societal explanation that has 
not yet been uncovered. On the other hand, 

they may be large only by chance. 
3. APPLYING THE WALSH TRANSFORM 

To apply the Walsh transform, simple 

methods for interpreting the coefficients are 

needed. This section provides such methods, 
both an algorithm for constructing any Walsh 
function and the distributional properties of 

the coefficients. Next, application of the 
Walsh transform to multivariate point processes 
is discussed. Finally, the Walsh transform 
is compared, in terms of simplicity of inter- 

pretation, to the log -linear analysis of contin- 
gency tables and to spectral analysis. 

For visualizing Walsh functions, defining 
them by specifying their sign changes is 

convenient. This is possible because the range 
of Walsh functions is +1. Denote the kth value 
of the ith Walsh function by w(i,k), 0 <i, k 
<2M -1. The construction can be thought of as 
starting at k = 0 and proceeding to larger 
values of k. The value of w(i3O) is +1. Let 

the binary representation of i be 
M -1 M -2 ... 

i0 (i = i 2P), and express k as j2M for 

some odd integer j. The ith Walsh function 

changes sign between k -1 and k if and only if 
i = 1. Thus, i determines whether the sign 
changes between the first and last half of the 
domain; i determines whether the sign changes 
between t2Ie first and second quarters and be- 
tween the third and fourth quarters; etc. 

This definition gives the Walsh functions 
in an order different from the usual one 
[10, 11]. The ith function has i sign changes. 
Thus, the Walsh functions are ordered by their 
sequency [11], that is, by the number of 
sign changes they have. A fast algorithm 
that applies the Walsh functions in sequency 
order is given by Manz [9]. Note that the 

matrix with elements w(i,k) is a symmetric 
HakeTard matrix. If it is multiplied by 
2 , it is orthogonal. 

Separate sets of binary digits specify 
divisions within and between the periods 
present. For the robbery data, the first 

three digits ill in specify divisions 

within the day; the second three digits 
i8 i6 specify divisions between days with- 

in the week; the next four digits i4 i2 

specify divisions between weeks within the 

quarter; and the last two digits i 

specify divisions between quarters. The 

coefficients corresponding to the margins 
(those that could have been obtained by 
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superimposing the data in successive periods 
of one of the cycles present) have digits with 
the following property. The digits in the 

set that specifies the divisions of the 

period, say i i , are followed by 
digits equal last in the set, i = 

-1 = 
M 

A 2 -point Walsh transform can be 
thought of as a -point transform of a 
2M -point transform, where M' + M" M. 

This property is the basis for the fast al- 
gorithm. It is also useful in the inter- 
pretation of the Walsh coefficients as com- 
parisons. Let n(kd,kw,kq,ky) be the number 

of events in subinterval kd of the day, day kw 

of the week, week k of the quarter, and quarter 

of the year. Let w(M)(p,p') (0 p,p' <2M -1) 

be the values of the 2M -point Walsh functions. 

The following four steps produce Walsh co- 

efficient i, where i = id29 + + ig22+ iy: 

= 

(3.1) 

i 
iw' if id even 

w 
7 if id odd, 

(3.2) 

kw(4)(iq',k) fw(id,iw,k, ÿ), 

odd, q 
w 

i ' if i even 
q w 

i = 

15 ig' if i (3.3) 

f(idwqy) = kw(2)(iy',k) 

i if i even 
i = y 

3-i ' if i odd. (3.4) 

If each of these equations were further de- 
composed into 2 -point transforms, the result 
would be Manz's algorithm [9]. 

The adjustment for the added zero -event 
subintervals can now be seen. Consider 

(3.2) first. No adjustment is needed if f 
is the sum off (the case i ' 0). Other- 
wise, the proper comparison is given by 

gw(id,iw,kq,ky) = fw(id,iw,kgky) + 

/7) (3.5) 

This is equivalent to normalizing by the num- 

ber of days in the subintervals being compared. 
Since the adjustment for the added weeks 

is similar, the equations for the adjusted 

coefficients equivalent to (3.1) - (3.4) are 

easily obtained. Let 



= 

/7 if iw' 

ifiw ' 

(3.6) 

+ w(4)(ig',14) 

b(iq') + w(4)(iq',15)]/13 if 

if = O. 

(3.7) 

Equation (3.1) remains the same. Equations 
(3.2) - (3.4) become 

= 

+ a(iw')] fd(id,k,kq,ky), (3.8) 

+ b(iq')] (3.9) 

g (i w(2)(i (i ,k), 
d' w' q' y k y q d' w q 

(3.10) 

where the relation between and 

(id,iw',iq',iy') is given in (3.2) - (3.4). 

The adjusted coefficients can be computed 
from the Walsh coefficients. 

In order to derive distributional proper- 
ties for the Walsh coefficients, the series of 
events is modeled as a nonhomogeneous Poisson 
process. For the type of series being dis- 
cussed, this assumption seems reasonable. The 

inhomogeneity is the most pronounced feature 
of such series, and the nonhomogeneous Poisson 
process is the simplest model with this 
feature. Note that adding zero -event sub- 
intervals does not make this model invalid. 

The distribution theory for Walsh co- 
efficients is simple as long as the number 
of coefficients considered simultaneously is 
small enough that the normal approximation 
applies. Approximate normality after trans- 
formation is a familiar property, occurring, 
for example, in ordinary time series analysis. 
Let 
k = kd29 + kw26 + kg22 + 

En(kd,kw,kq,ky) = u(kd,kw,kq,ky) = 

= f (3.11) 

The variance of the Walsh coefficients is 

var fi 
= Lkuk (3.12) 

Since w(i',k) w(i ",k) w(i,k), where i is the 
dyadic product of i' and i" (the binary digit 
i equals i + i " (mod 2)), the covariance of 
cEefficientE i' aEd i" is 

cov (fi fi") = Lk w(i,k)uk. (3.13) 

This can be estimated by the ith Walsh 
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coefficient. 
Consider the statistical problem of 

separating the adjusted coefficients that 
are not zero from those that are. Both because 
of the nature of the data and because of the 
adjustments for the added subintervals, 
conditional tests are appropriate. One 
approach is as follows: Tests for the co- 
efficients that involve neither comparisons 
among days within a week (i ' 0) nor 
comparisons among weeks within a quarter 
(i = 0) are conditioned only by the total 
number of events, n(+,+, +,+). Tests for co- 

efficients for which iw' 0 and iq' 0 and 

those for which 0 and i 0 are 

conditioned on n(kd, +,ky) 

( = n(kd,j,k,ky)). Tests -for the co- 

efficients for which 0 and i' 0 

are conditioned on +,ky). Even with 

the conditioning, the adjusted coefficients 

are approximately normal. Thus, given the 

variances, thresholds high enough to prevent 

many zero coefficients from being classified 
non -zero can be set using the Bonferroni 
inequality [6]. It can be shown that the 

variances of the adjusted coefficients in 

Table 1 are all nearly the same. 
Since the Walsh transform fits an additive 

model to the data, extension to multivariate 
point processes by means of an additive model 

seems reasonable. However, this is not 

necessary. A particular Walsh coefficient 
can be compared among event types using a 

multiplicative model. Thus, the question of 

whether several rates of occurrence are pro- 

portional can be answered. If the number of 

event types is not too large, the distributional 

properties are simplified in the same way as in 

the univariate case. 
For example, consider events of two types. 

Let the Walsh coefficients be f.' and ", 

respectively, and let f. f.' f. ". 

The totals for each event type are fn' and 

The comparison appropriate to proportionality 

of the rates of occurrence is /f0' - 

fi " /f0 ". The statistic 

f f0 f0 ' 

2 

(3.14) 

is the chi -square statistic usually obtained 

for a fourfold table. This can be seen by 
letting = n11 - n12 and 

= n21 - n22, 
where n,11, n12, n21, 

n22 are counts. The chi - 
square approximation for (3.14) does not 

require dividing the point process into sub- 
intervals with adequately large numbers of 
events. Thus, as in the univariate case, the 

Walsh transform allows large -sample approxima- 
tions to be applied. The hypothesis that 
overall the two rates are proportional can be 
tested by comparing the largest with a 
threshold provided by the Bonferroni in- 
equality [6]. 



Many authors have concluded on the basis 
of structural properties that multiplicative 
models for contingency tables are superior to 
additive ones [1, 5]. In particular, the fact 
that the hierarchy of multiplicative models 
contains independence and conditional inde- 
pendence is an important advantage. For 
example, it can be argued that the model fit 
to the robbery data in Figure 1, which is an 
additive composition of the daily -weekly and 
daily -seasonal marginals, is not as helpful 
for interpretation as conditional independence, 
the analogous multiplicative model, would have 
been. Further, there are problems for which 
multiplicative models are unavoidable because 
testing a particular multiplicative model is 
suggested a priori. 

For the problem considered in this paper, 
the arguments for multiplicative models do not 
seem important enough to outweigh the advan- 
tages of the Walsh transform. In this paper, 
the model is a device for finding irregulari- 
ties that are either so interesting or so large 
that they should not be distorted by the 
smoothing. For this purpose, the fact that 
the hierarchy of Walsh -transform models 
provides variability in the sizes of the cells 
is important. For example, the choice of how 
many divisions are needed to represent the 
seasonal variation in the robbery data is 
included in the model building. 

The advantage of the Walsh transform is 
the simplicity of its distributional pro- 
perties. Limitations on the sparseness 
permissible with the Pearson chi -square are 
reviewed by Haberman [6]. Even less is known 
about the distributional properties of the 
likelihood chi -square when the expected 
number in each cell is small. Sparseness is 
an important property of the robbery data 
since the 2912 cells contain 1555 zeros, 
863 ones, 321 twos, 109 threes, 35 fours, 

18 fives, 7 sixes, 2 sevens, 1 eight, and 
1 nine. 

The guidance provided by the Walsh 
transform is needed in the analysis of the 
counting function of the process that results 
from superimposing several days. This analysis 

is important when the variation during the day 

is large as it is for the robbery data. This 

counting function, which can be treated as an 
empirical distribution function, might show 
sharp changes in the rate function that can be 

related to other phenomena. In such an 

analysis, the Walsh coefficients provide 
guidance on what days can be superimposed 
without risking a severely distorted result. 

Spectral analysis of point processes also 
fits an additive model [7]. As mentioned 
above, this technique is needed for periodi- 
cities with unknown frequency. However, 
spectral analysis is not as suitable for 
assessing the interactions among periodicities 
as the Walsh transform. With spectral 
analysis, interactions must be detected in the 
spectrum by recognizing that the frequencies 
of some peaks are sums or differences of the 
frequencies of other peaks. Further, the form 

of the interaction is harder to visualize with 
spectral analysis. 
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These comparisons show that the Walsh 
transform lies between contingency table 
analysis and spectral analysis, modeling the 
interactions as in contingency table analysis 
and avoiding the problems of grouping the 
data as in spectral analysis. 
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CONDITIONAL AGREEMENT SCORE WITH TWO RATERS 

Y. S. Lin, The Pillsbury Company 

I. INTRODUCTION 

When measuring agreement among many 
raters with categorical data, researchers 
generally deal with the agreement score 
{coefficients such as Cohen's Kappa 
(1960), Guttman's X (1941), Scott's 
(1955), etc.} which have the following 
common properties: 

1. No assumptions were made con- 
cerning a "correct" assignment 
of items to categories. Agree- 
ment scores were not measured 
relative to any "correct" or 
"standard" assignment of items, 
but only with respect to the 
rater's internal consistency. 

2. All raters are weighted equally. 

Since there are many situations where 
the first characteristic will not be 
appropriate, we consider a slightly dif- 
ferent kind of agreement problem. In 
this paper we will discuss the situation 
where it is reasonable to assume the 
existence of a "correct" ( "expert ") or 
"standard" assignment of items to cate- 
gories. In this situation we may wish 
to either (1) compare each non -standard 
rater's response to that of the standard, 
or (2) measure the conditional agreement 
given the response from the standard is 
in category i (i = 1,2,...,I). This 
paper deals with the latter approach, 
illustrated with a two -rater case in a 

categorical setting. Cohen's Kappa -type 
conditional agreement score is used. The 
asymptotic variance and covariance for 
the maximum likelihood estimate of the 
conditional agreement score are obtained 
under multinomial sampling assumption. 
Asymptotic confidence interval for each 
conditional agreement score and the dif- 
ference between two conditional agreement 
scores can then be calculated. An 
example will be used for illustration. 

II. DEFINITION OF THE CONDITIONAL 
AGREEMENT SCORE 

Assuming that there are two raters cate- 
gorizing N items among I categories with 
one of the two raters being considered 
as "standard ", we would like to examine 
the agreement between the two raters for 
only those items which the standard (or 
correct) assignments is in category i 

(i = 1,2,...,I). 

For the IxI contingency table, we propose 
the following conditional agreement 
measure, K(R1 =i), for those items which 
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the first rater (standard rater or row 

variable) assigned to the ith category: 

K(R1 =i) = /Pi.) - P.i } /(1 -P.i). (1) 

Here, is the probability that 

each of the (NPi ) items would be as- 

signed to category i by rater 2 given 
that rater 1 already assigned them to 
category i. Since the expected chance 

agreement for ith category by both raters 
is Pi P i, the conditional expected 

chance agreement of rater 2 given that 
rater 1 is in category i is Pi.. Then 

normalize the difference (Pii /P1.) - 

(the probability of rater 2 agreeing with 
rater 1 in category i beyond chance 
agreement given that rater 1 has been 
known to have assigned the item to cate- 
gory i), by 1 - The range of 

K(R1 =i) is between -P.i /(1 -P.i) and +1. 

The upper bound of K(R1 =i) is achieved if 

and only if = Pi., that is, all the 

items that rater 1 is known to have 
assigned to category i are also assigned 
to the same category by rater 2. When 
none of the items known to be assigned to 
category i by rater 1 is assigned to cat- 
egory i by rater 2, i.e., = 0, then 

K(R1 =i) = -P.i/(1-P.i). The conditional 

agreement score is equal to zero if, and 
only if, Pii 

= (or Pii /Pi. = P.i), 

same as in the unconditional situation. 
The conditional agreement score as de- 
fined in (1) is identical to the one 
suggested by Coleman (1966) in an unpub- 
lished paper (see Light, 1971) and is 

discussed in Bishop, Fienberg, and 
Holland (1975). To obtain the condition- 
al agreement score for rater 1 given 
rater 2 is in category i, we simply 
interchange Pi and in equation (1). 

III. ASYMPTOTIC DISTRIBUTION OF K(R1 =i) 

Assuming the multinomial sampling model 
with Xi.'s (observed number of items 

assignedto category i by rater 1) fixed, 
and let K (R1 =i) denote the maximum like- 



lihood estimator of K(R1 =i), then K(R1 =i) 
is given by: 
K(R1 =i) = (NXii - Xi.X.i) / {Xi (N - X i) }. 

(2) 

By applying the results given by Goodman 
and Kruskal (1972) we can easliy show 
that the asymptotic distribution of 

{K(R1 =i) - K(R1 =i) }) is normal with 
mean zero and variance: 

Var {K(R1 =i)} 

=((P i.- Pii) -P i -Pi +Pii) 

(3) 

Under the null hypothesis of independence 
the asymptotic variance given in (3) 
above is reduced to: 

Varo {K(R1= i) }= {P.i(1- Pi.) 
} / -P i) }. 

(4) 

In practice, we may wish to look at con- 
ditional agreement measures simultaneous- 
ly. For example, we might want to find 
out whether one rater's agreement with 
the standard is the same given that res- 
ponses from the standard are in cate- 
gories i and (i #R). For this, it is 
necessary that we obtain the asymptotic 
covariance for K(R1 =i) and K(R1 =R). By 
using the general d- method, it can be 
shown that the asymptotic covariance is 
given by: 

Cov =i), 

= {1/ (ND2E2) } (ML(h- +DL(02 

+EM(03- +DE {i4+ (5) 

(Pii }), 

where D = Pi.(1 -P i), E = PR (1 -P R), 

M = L = 

= -P 

= +P.i, 

a2 J-P.1), = +P 

J 

= 

(1 

= 
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= 

From expressions (3) and (5), the asymp- 
totic variance - covariance matrix can be 
constructed for K(R1 =i), i 1,2,...,I. 
As usual, the estimated large sample 
variances and covariances are obtained 
by substituting observed proportions for 
cell probabilities. 

IV. EXAMPLE 

The following data with two home econo- 
mists judging 159 breakfast food items 
will be used for illustration. 

Two judges were asked to rate the values 
of breakfast foods using a three- category 
scale (3 =good, 2= medium, 1 =poor value). 
The entire test lasts more than one month 
with at least 30- minute time intervals 
between tastings. The test results are 
summarized in the following table. Table 
1 gives the actual counts by cell. (Note: 
The value concept of a product generally 
is the combination of three elements: 
usage occasion, quality of the product, 
and unit price). 

Table 1 Cell Frequencies of 159 Break- 
fast Foods as Rated by Two 
Judges Regarding Their Value 

Judge 2 

Judge 1 Good Medium Poor Total 

Good 63 7 5 75 

Medium 7 24 14 45 

Poor 4 3 32 39 

Total 74 34 51 159 

In the example above, estimated Kappa 
coefficient K2 = .6077 and asymptotic 

standard error S(K2) = .056, we concluded 

that the home economists agreed more 
often than they would by chance. 

By using the conditional measures, 
K(R1 =i), we can attempt to localize the 
agreement. Suppose that home economist 
1 can be assumed as the standard against 
whose judgment we wish to compare the 
rating of home economist 2. Using the 
expression (2) we have: 

K(R1 =1) = .701, 

K(R1 =2) = .406, 

K(R1 =3) = .736. 

This shows that home economist 2 agrees 
most with home economist 1 when the 



latter assigns the breakfast foods to 
the good and poor categories. The 95% 
asymptotic Bonferroni simultaneous con- 
fidence limits for each K(R1 =i) we get: 

K (R1=.1) 

K(R1=2) 

K(R1=3) 

{.518, .884 }, 

(.213, .639), 

(.519, .954). 

The estimated asymptotic variance -covari 
ance matrix for R(R1 =i), i = 1,2,3, are 
given by: 

.0058 .0006 .0009 

.0064 .0005 

.0076 
Using the estimated variance -covariance, 
the 100(1 -a)% confidence limit for the 
difference between two conditional agree- 
ment measures can be constructed, e.g., 
the 95% asymptotic Bonferroni simultane- 
ous confidence intervals for differences 
between two conditional Kappas are given 
by: 

K(R1=1) K(R1=2) {.043, .547}, 

K(R1=1) K(R1=3) : {-.295, .223), 

K(R1=2) K(R1=3) : {.057, .603). 
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DEPENDENT VERSUS INDEPENDENT VERIFICATION 

John S. Linebarger, Carl Jablin, William C. Davie 
Bureau of the Census 

Introduction 

Human error is a part of any human process. To 
prevent a deterioration in quality, verification 
schemes have long been used as a means of 
checking on the truth or accuracy of the various 
elements that make up that process. 

This paper discusses one such verification pro- 
cess, that being the verification of the coding 
of Industry and Occupation responses obtained in 

the Current Population Survey (CPS), a survey 
carried out monthly to primarily obtain estimates 
of labor force characteristics of our changing 
population. More precisely, the paper will com- 
pare and discuss two verification schemes, a 

dependent scheme and an independent scheme, which 
were carried out simultaneously for a period of 
ten months on the CPS Industry and Occupation 
coding operation. Based on the analysis of these 
two schemes, it was concluded that the independent 
is the better verification scheme to use on the 
CPS Industry and Occupation data. Consideration 
was given to timing, bias, record keeping, costs, 
etc., in attempting to arrive at the optimum 
scheme. Before dependent and independent verifi- 
cation can be discussed, each term should be 
defined: 

Dependent Verification - A "verifier" reviews an 
Occupation or Industry code previously assigned 
by a producer -- with the verifier having com- 
plete knowledge of the producer -assigned code. 

Independent Verification - At least one other 
person assigns an Occupation or Industry code 
without prior knowledge of what was done by the 
producer and the outcomes are compared. 

Until recent years, most quality control programs 
used the dependent verification process for in- 
spection. The verifier could be influenced by 
the work of the original producer; thus, many 
times the verifier failed to identify a sub- 
stantial proportion of defective items. The 
corrector of rejected work could also be influ- 
enced by work initially done by the producer 
as well as changes made by the verifier. In 

most theoretical plans that were dependent in 
nature, the assumption was made that inspection 
was carried out with little or no error. A review 
of data from several coding operations has shown 
this assumption to be invalid. 

In quality programs where it was suspected that 
dependent inspection might fail to uncover a sub- 
stantial proportion of defectives, independent 

verification has been used. Two schemes that have 
been used are: (1) three independent codings with 
majority rule, and (2) two independent codings 

with adjudication of differences. With the 

majority rule device, three sets of independently 
produced items were compared and the code assigned 
by two out of three coders was considered the 
correct code. 
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Studies indicate that when a particular item 
was assigned a code independently by three 
equally qualified coders, it was highly unlikely 
that codes in agreement were incorrect.1/ 

In the two -way system, an independently pre - 

coded item was matched to the production coder 

entry, and agreements we're accepted as correct. 

Disagreements were sent to an adjudicator who 

decided whether the precoder was incorrect, the 

coder was incorrect, or both were incorrect. 

This latter plan is not discussed within the con- 

text of this paper. 

The attached chart shows some of the advantages 

and disadvantages that should be considered in 

selecting either a dependent or an independent 

verification scheme. 

Background 

The Census Bureau has conducted the CPS monthly 

since 1942. The Industry and Occupation (IF,O) 

data is collected to reflect employment trends, 

unemployment rates, occupation mobility and other 

labor force data for the various industries and 

occupations throughout the country. 

Labor force questions are asked with reference 

to the week containing the 12th day of the month. 

Hence, the survey is conducted during the week 

following the week containing this 12th day. 

Results of the survey for a particular month 

must be released to the public on the first 

Friday of the following month. This time -frame 

allows eight working days to assign approximately 

75,000 I$0 codes, with small amounts of the work 

early in the period and large amounts late in the 

period. This coding is performed at the Census 

Bureau's Jeffersonville, Indiana facility. 

Below is a facsimile of the I$O questions on 

the CPS questionnaire from which the basic I$O 

information for an individual is obtained. This 

information, along with the type of owñership 

of the industry, listings of the large companies 

for the individual's geographic location, and 

the respondent's age, sex and education provide 

the basis for assigning the codes. 

23 DESCRIPTION BUSINESS 

DC. 

1/ U. S. Bureau of the Census, United States 

Censuses of Population and Housing, 1960: 

Quality Control of Preparatory Operations, 

Microfilming, and Coding, Washington, D. C., 

1965, p. 33. 



Historically, there has been some type of indus- 
try coding at the Census Bureau since the 1850 
Decennial Census. A method of occupation coding 
was introduced in the 1910 Decennial Census. The 
three -digit industry and the three -digit occupa- 
tion codes currently used by the Bureau have been 
in use since 1960, with additional codes being 
added for the 1970 Census. Before the 1960 
Decennial Census, dependent verification was used 
to control the quality of the coding at the 
Bureau. Then, prior to the 1960 Decennial 
Census, a study was conducted to determine the 
number of coders required to successfully employ 
an independent system. This study, in which five 
different people coded the same items, showed 
that a three -way match provided the correct 
code with sufficient accuracy when the three 
persons were equally qualified.2/ 

Thus, for the first time in I,0 coding, an inde- 
pendent plan with a three -way match was employed 
in the 1960 Census. Subsequently, independent 
plans were used for the 1970 Decennial Census, 
the 1970 Current Employment Survey, and the 1973- 

1974 Consumer Expenditure Survey. Estimated 
error rates on these surveys ranged from 2.7 
percent to 8.9 percent. However, these error 
rates cannot be realistically compared to CPS 
or to each other as each coding requirement and 
group of coders differed. 

CPS Verification Plans 

From August 1942 to September 1975 the CPS I$0 

coding was verified on a dependent basis. In 

1967 the coding operation was transferred from 
Washington to the Census Processing Office 
in Jeffersonville, Indiana. From this point 
until the independent plan was instituted, 
the qualification level was 1.0 percent on 
a code -pair basis with no verification of docu- 

ments containing referral codes. A referral 
code occurs whenever specified in the coding 
manual or whenever a coder decides that he /she 
cannot give the item a specific code. Referrals 
are forwarded to a specialized group of coders. 
The observed error rates during this time were 
consistently less than 1.0 percent. Based on a 

review of data from the 1973 -1974 Consumer 
Expenditure Survey, this error rate would have 
been estimated at 1.0 to 2.0 percent on an 

individual code basis. 

A small pilot study was carried out to develop 

and test the necessary computer programs and to 
determine the costs of the clerical operations 
for an independent verification scheme. Although 
the test did not contain a representative sample 
of the qualified CPS coders and did not con- 

tain any documents that were referred, the test 

did give some feeling for costs of an independent 

verification program and some idea of the size 
of the error rates for production coders. This 

study showed the error rate level to be around 

3.0 percent, which was higher than the dependent- 
ly derived error rate of 1.0 percent stated 
above. 

2/ This study, conducted in 1959, was not pub- 
lished and is only in tabular form. 
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In late 1974, personnel from several divisions 
within the Bureau jointly designed an independent 
verification system for the industry and occupa- 
tion coding operation. Because of the short time - 
frame allowed by the constraints of the CPS opera- 
tion, the verification was designed as a post - 
survey operation. Therefore, the verification 
plan is necessarily a process control type plan 
rather than a lot acceptance sampling plan. 

With this plan, feedback of errors cannot be 
given during a particular month of coding but 
rather it is given prior to the CPS coding for 
the next month. It was felt that this would not 
be a drawback because the majority of the coders 
had been coding industry and occupation for 

several years. Rapid feedback is of primary 
importance when a coder initially begins an 
operation. 

Rather than concentrate on the feedback tool, it 

was felt that the entire training package should 
be reviewed and revised. A larger test deck of 
responses with their respective codes was devised 
for use in training new coders and those coders 
that require retraining. A review was made of 
the training instructions and coding instructions 
to determine what revisions might be made to 
eliminate ambiguity in these materials. Because 

many of the current coders had been on the job 
for several years, it was felt that they had 
probably attained their accuracy level and the 
greatest impact could be made on any newly 
hired coders. 

The independent verification plan was designed as 
follows: a 10 percent sample of each coder's 
work is systematically selected throughout the 
coding operation. These CPS documents are kept 
separate from all other documents. Also included 
in the sample are 10 percent of the referral 
cases. As soon as enough sample documents have 

been accumulated, these documents are sent to 

microfilming operations as a unique work unit. 

Such work units are identified by a range of 

identification numbers set aside for the QC 

sample documents. 

Following production microfilming, the QC sample 

work units are microfilmed again. Paper copies 

are generated from the microfilm with the coded 
areas masked so that the subsequent coding can 

be done independently. Each work unit is coded 

twice by the regular CPS coders with care taken 

that no coder codes the same document twice. 

The two independent codings are done on FOSDIC- 

readable sheets that are microfilmed and read 

via FOSDIC equipment (the Census Bureau's film 

optical reading equipment). A computer match 

by document serial number and person number is 

made and the particular codes are matched. If 

there is a three -way agreement in code, the code 

is considered correct and no error is assigned. 

Similarly, if all three codes differ, the re- 

sponse is said to be vague, no code is said to be 

better than another and no error is assigned. 
However, when two of the codes agree and a third 

code disagrees, the two codes in agreement are 

said to be correct and an error is assigned to 



the person assigning the differing code (includ- 
ing referrals). 

Coders are considered to be qualified as long as 
their error rates remain less than 7.5 percent, 
and their work is verified only via the independ- 
ent system. When a coder becomes disqualified, 
in addition to the independent verification, 
dependent verification is performed in the non - 
sample work to assure that no poor quality work 
is released. As soon as the error rate is 
brought back within reasonable limits, the de- 
pendent verification is dropped. 

Another change made in the new system is the def- 
inition of an item of error: each three -digit 
occupation code and each three -digit industry 
code is unique. In the past system, because of 
the relationship between some codes (e.g., a 

fireman for the railroad industry receives the 
occupation code 456, while a fireman in the 
mining industry receives an occupation code of 
452), the two three -digit codes were linked 
and the unit item was defined to be the entire 
six -digit industry and occupation code. This 
was changed because it was felt that, in some 
cases, errors could be camouflaged by the use of 
the six -digit definition. It should be noted 
that this change should only serve to decrease 
the effective error rate. 

The early results of the independent plan show 
the error rate to be considerably higher than 
shown by the dependent plan (6 percent versus 
less than 1 percent). While the error rate is 
4.5 percent when the coder assigns a code, the 

coders are erroneously referring items approxi- 
mately 15 percent of the time. While this error 
does not directly give an erroneous code, it does 

cause increased burden upon the referralists, 
and was therefore defined as an error. At the 

present time, approximately 13 percent of the I$O 
items are referred, of which one -seventh should 
not have been. 

One feature of the independent plan is the utili- 
zation of the Bureau's FOSDIC and computer 
facilities for matching purposes. The FOSDIC 

equipment has a very low misread rate and the 
computer no -match rate is low (1.5 percent). 

Though there are no estimates for a manual 

matching operation, it is expected to be low 

also. Utilization of the computer also allows 

the compilation of numerous summary tables for 

use in decision -making. This tabular capability 
also allows the pinpointing of problem codes. 

It is felt that the inclusion of the referral 

cases provides a more complete evaluation of a 

coder's error rate. No provision is made for 

estimating the quality of the codes assigned by 

the referral pool; however, early results show 

that when the production coder gives a referral 

as a minority code, the referral pool assigns 

the same code as the two independent coders 75 

percent of the time. 

Contrary to expectations, the classification of a 
minority referral as an error has not decreased 
the referral rate; in fact, the referral rate for 
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documents has increased from the 20 percent level 
to around 25 percent. Thus, the desired decrease 

in referral rate has not occurred; this problem 
has not been fully dealt with and no reasons for 

the increase in referral rate come readily to 
mind. 

Concurrent Verification 

For a period of ten months, the industry and 

occupation coding operation for CPS was verified 
via both the dependent and the independent 
schemes. An initial 10 percent sample was 
selected for independent verification and de- 
pendent sample verification was performed on the 
remaining work. Records were maintained for 
each method of verification for the coders. 

The average error rate for the dependent plan 
was 1.2 percent, while for the independent scheme 
it was 6.0 percent. These two error rates are 
significantly different at the 99 percent confi- 
dence level. A correlation coefficient was 
calculated to determine if there was a relation- 
ship between the two overall error rate estimates 
for a particular coder; it was found to be low 
(0.56). This can be partially ascribed to the 
difference in unit item definition for the two 
verification schemes and the exclusion of 
referral cases in the dependent scheme. 

The error rate estimates for the independent plan, 

while somewhat higher than anticipated, were more 
in line with past experience. With the complex- 
ity and ambiguity within the I &O coding operation, 
it seems unrealistic that the error rate could 
have been below the 2 percent level. Therefore, 
it was decided that the independent verification 
plan gave a more credible estimate. 

As the verification plans were utilized in a live, 
working operation rather than an evaluative at- 
mosphere, no precise estimate of bias was derived. 
It was assumed that the dependent plan gave a 
downwardly biased estimate of the production 
coder error rate. 

In regard to consistency, while the error rates 
for an individual coder fluctuated with the 
dependent verification scheme, "poor" coders 
consistently had high error rates and "good" 
coders consistently had low error rates in the 
independent scheme, however variable. 

The costs for the independent verification plan 
were higher than for the dependent plan as the 
dependent plan was an integral part of the on- 
going coding operation and had been for many 
years. However, it is felt that after the in- 

dependent operation becomes smooth running, the 

costs for the independent operation, while 

probably still exceeding those of a dependent 

operation, will become more acceptable. Also, 

the institution of the use of the computer in- 

creased the cost. 

Problems 

The delay in the feedback of types of errors and 

error rates is an undesirable feature of the 



present independent verification plan for CPS. 
Due to the short processing time -frame there is 
no practical method of speeding up the timeliness 
of the feedback of results. The importance of 
timeliness of feedback must be weighed against 
the importance of accuracy and completeness of 
feedback. 

A second problem arises in that, although coders 
are required to reach a qualification error 
level, the process control plan for qualified 
coders could permit a coder to perform sub- 
standard work for two months before an action is 
taken. However, due, to the unreliability of 
the dependent plan, it would seem that little if 
any quality is lost due to independent verifica- 
tion. 

During dependent verification the estimated 
coding error rates would have ranged between 
1 and 2 percent on an individual code base. In 

independent verification this estimated error 
rate is approximately 5 percent on an individual 
code base. This is probably a result of the 
unreliability of dependent verification. 
Additionally, independent verification provides 
a measure of the percentage of codes incorrectly 
referred. There is no practical way to do this 
using a dependent plan. 

Probably the most serious problem associated With 
independent verification is the increased cost. 
The hours expended to accomplish the independent 
verification increase the total hours expended by 
30 percent. Due to the importance of the figures 
that are published, a reliable estimate of the 
outgoing error rate may justify this expense. 
In other surveys where the significance of the 

statistics is secondary these costs may not 
be justified. One possible solution to this 
problem could be a reduction of the IFO coding 
sample. 
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Conclusions 

While the independent verification plan as incor- 

porated in the coding operation may be more 

expensive, more disruptive, and less timely than 

the old dependent plan, the new plan, as designed, 
gives a more credible estimate of the coders' 
error rates, gives a less biased estimate, and 

gives an estimate which is more consistent with 

those derived in other industry and occupation 

coding operations. 

Further research is needed in verification plans 

for all coding operations, not just for CPS. 

Feedback is essential to any coding operation 

and the problems are intensified in a post - 

operation such as the independent QC scheme for 

CPS. Research is needed to derive new or better 

methods for giving information'back to coders 

concerning errors found in the work. Notification 

of errors is a natural aid in the constant educa- 

tion process. 

Another area where research is needed is in the 

area of the referrals. Specifically, research 

is desired in deriving a method of evaluating 

the referral pool, a specialized group. Since 

the referral cases are necessarily ambiguous and 
difficult to code, the setting of quality stand- 
ards should also be studied. 

In conclusion, past experience at the Census 
Bureau has shown that independent verification 
is a more reliable and realistic estimator of 
quality. Although operationally less efficient, 
more work is necessary to develop an independent 
verification scheme that is practical to carry 
out and less costly to maintain. The independent 
verification plan utilized for CPS industry and 
occupation coding is the Bureau's first step in 
such an effort. 



Advantages /Disadvantages of an Independent Verification 
Plan Versus a Dependent Verification Plan 

Item Independent Plan Dependent Plan 

Bias Objective Verification 

Usually less biased since no 
one person's work is dependent 
upon another. 

Subjective Verification 

History of some collusion 

Rectifier of rejected 

work units has history of 
missing many original 
errors. 

Timeliness Usually time consuming 

Usually disruptive to process 

Usually quicker 

Not disruptive to process 

Recordkeeping Usually more people upon whom 
records must be kept. 

Requires little work if 
handled clerically. 

Costs Usually more costly Usually less costly 

Overall 
Summary 

More expensive, more disrup- 
tive, and more time consuming; 
however, 

1. Less variable est. of 
errors 

2. Less biased; more 
credible 

Less expensive, less 
disruptive, and less 
time consuming; however, 

1. More variable est. 
of errors 

2. More biased; less 
credible 
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VARIATIONS IN ENVIRONMENTAL QUALITY INDICATORS IN LARGE METROPOLITAN AREAS 

Ben -chieh Liu, Midwest Research Institute 

I. Introduction 

Dissatisfaction over land use, natural re- 

sources extraction, and pollution damage to our 

natural environment by industrialization and 
urbanization has been growing in this country. 

According to the estimate of the Council on En- 

vironmental Quality [12], a total of $200 billion 

will be spent on pollution control between now 

and 1980 in order to maintain present air and 

water quality standards. Since resources are 

finite and environmental protection or pollution 

control is costly, it is necessary to ascertain 

that the last unit of control bought imposes no 

additional costs greater than the additional 

benefits. 

As Fisher and Peterson [4] have pointed out, 

not only is the policy of internalizing not gen- 

erally relevant to the management of natural en- 

vironments (and direct government intervention 

is required since there are no market mechanisms 

to rectify), but also most of our advice cannot 

be implemented without gathering a great deal of 

useful information, of which very little already 

exists. One of the most detrimental features of 

the social sciences to date has been the absence 

of any generally agreeable and acceptable con- 

sensus set of either social welfare functions or 

conditions. In addition, a problem is not 

to be solved until it has been perceived 

and identified as a problem. Although there ex- 

ist thousands of decisionmakers within the pri- 

vate sector who are able and willing, and devoted 

to the enhancement of our environmental quality 
of life, they are not certain about the direction 

that their activities should take, just as many 

public decisionmakers are not always sure about 

the social, economic, political, and environ- 

mental impacts of their actions. In order to pro- 

mote the general welfare and to enrich the en- 

vironmental quality, there is an urgent need for 

a mechanism which can distinguish better from 

worse as stressed by Anderson [1], Bauer [2], 

Cohn [3], Fox [5], Sheldon and Moore [13], 

Sheldon and Parke [14], et al. As it now stands, 

the United States has neither a comprehensive set 

of social statistics that reflect changes in our 

values and measure social progress or retrogres- 

sion, nor an integrated set of environmental in- 

dicators which can describe the environmental 

conditions and evaluate all environmental pro- 

tection policies among the standard statistical 

metropolitan areas (SMSA's). 

The search for environmental indicators is 

an attempt to obtain consistent information that 

will be useful to evaluate the past, guide the 

action of the present, and plan for the future. 

The empirical measures of various levels of en- 

vironmental quality of life presented in this 
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paper are aimed at the identification of strengths 

and weaknesses. 

II. An Environmental Quality Model 

Although it is generally understood that the 

need for environmental quality indicators is ur- 

gent because they are essential to the assessment 

of many aspects of social progress and social 

accounting, and are useful for national goal set- 

ting, project planning, priority ranking, program 

manipulation, and performance evaluation, there 

is no consensus as to what environmental quality 

is all about, how the quality indicators should be 

defined, and for whom and in what manner they 

should be constructed. This failure to reach a 

consensus can be substantially attributed to the 

absence of a commonly accepted social welfare 

function or value system. 

Methodological development of environmental 

indicators and interest in the environmental qual- 

ity concept development grew remarkably in the 

1960's. The National Wildlife Federation has con- 

structed Environmental Quality Indexes since 1969. 

Furthermore, the Environmental Protection Agency 

has been generating a variety of air, water and 

solid waste, and other environmental pollution 

indicators in the U.S. Instruction and model 

specifications in measuring environmental quality 

and impacts were given in the interim guidelines 

for implementing the National Environmental Policy 

Act (NEPA) in April 1970, by the Council on En- 

vironmental Quality, which since 1970 has been 

submitting to the President an annual report, 

Environmental Quality. 

Although the Council on Environmental Quality 

(CEQ) was authorized to promote the development of 

indexes and monitory systems to determine the 

effectiveness of programs for protecting and en- 

hancing environmental quality to sustain and en- 

rich human life, the reports issued by CEQ have 

not reported environmental indicators in any form 

comprehensive enough for detailed regional analyses. 

Consequently, reviewers such as Mills and Peterson 

[10,267] have stressed that the CEQ should accord 

high priority to development of an adequate sta- 

tistical appendix. 

The model employed in this paper is taken 

from the one developed by the author [6] and is 

termed the quality of life production model. 

Given that the quality of life means happiness 

or a state of satisfaction and that the quality 

of life indicators represented by a set of sta- 

tistics on economic, political, environmental, 

health and education, and social conditions may 

offer clues to human attitudes and behavior and 

social performance over time, the quality of life 

that each individual (i) attempts to maximize may 



be expressed as an output function with two fac- 

tor inputs as arguments- -the physical (PH) and 

the psychological (PS) --a portion of which he 

owns and shares with other people in the commun- 

ity at any given point of time (t): 

QOLit = f (PHit, PSit) 

The physical input consists of quantifiable 

goods, services, material wealth, etc., while 

the psychological input includes all subjective, 

spiritual, sociological, and anthropological 

factors such as community belongingness, esteem, 

self -actualization, love, affection, etc. Al- 

though the production function expressing the 

relationship between output and input factors of 

quality of life is known to be enormously com- 

plex (there are as many such factors as there 

are people), an aggregate homogeneous production 

function may be assumed for a metropolitan area 

as a whole. Since the psychological inputs are 

not readily quantifiable and hence rarely re- 

ported, the quality of life output may be taken 

at a particular point in time as a function of 

those social (SO), economic (EC), political and 

welfare (PW), health and education (HE), and en- 

vironmental (EN) inputs which are quantifiable or: 

QOLit = F(ECit, PWit, ENit, HEit, Soit PSit) 

The model proposed here is similar to the 

conventional production models employed to study 

the behavior of firms. The two axes, instead of 

being labeled as capital and labor per unit of 

time, are, respectively, the ordinal measures of 

the psychological inputs and the cardinal mea- 

sures of the physical inputs. The iso -quant 

curves are hereby replaced by the iso- quality 

of life curves, and the budget lines are sub- 

stituted for by the individual's capability 

curves which, in this case, would likely be con- 

cave to the origin. The optimal level of quality 

of life is produced only by combining both the 

physical and psychological inputs in such a form 

as to locate the tangency point between the iso - 

quality and the capability constraints to ex- 

change and to acquire, while the major concern 

for a society is how to improve an individual's 

capability by shifting the constraint curve out- 

ward to the right. 

To measure objectively the output level of 

quality of life as subjectively perceived by in- 

dividuals, we may start with the cardinal mea- 

sures of the physical inputs by holding constant 

the psychological inputs. Given this, an environ- 

mental model ideally should take into account 

factors other than pollution, climate, and rec- 

reational facilities such as natural endowments 

and conservation, resource availability and 

accessibility, etc. However, the scarcity of 

557 

comparable data for SMSA's prevents those re- 

presentative variables from being selected and 
included. Thus, the environmental model in this 
paper encompasses only such variables affecting 

our urban quality of life as the air, visual, 

noise, solid waste and water pollution, clima- 

tological and recreational factors. All types 

of pollution are grouped under the individual 

and institutional environment because they are 

different by- products of various human activities. 

The other quality measure in this model is 

the natural environment component which includes 

five climatological variables and two recre- 

ational variables: sunshine days, inversion fre- 

quency, thunderstorms, high and low temperatures, 

areas of parks and recreational areas, and miles 

of trails. Parks and recreational areas have 
come to play an ever -increasing, important role 

in our city life. As a result, this variable is 

used twice in the environment component, serving 

as a determinant of visual pollution and a factor 
of natural environment as well. 

All variables, except the parks and recre- 

ational areas, miles of trails, and sunshine days, 

in this paper have adverse effects on our en- 

vironmental quality, and are negative inputs to 

our daily life. Thus, 17 variables mentioned de- 

pict mostly our urban environmental "bads" rather 
than "goods." They are chosen for the following 

reasons: they make us alert to our environmental 

problems, compare the quality of our environment, 

and judge the efforts made to reduce and elimi- 
nate the pollutants. It should be noted, however, 

that evidence suggests that the direct effects 

of pollution on property, on human health, and 
on the quality of life are varied [7,9,15]. 

Among the individual concerns in our en- 

vironmental quality, this model is thus identi- 

fied with the determinants made up of individual 

and institutional environments (IIE) and natural 
environment (NE). While the former set of vari- 

ables are entirely strategical and policy- oriented 

variables, the latter include most uncontrollable 

inputs of climate considerations, i.e., 

ENit = f(IIEit, NE it) 

While some variables are represented by pub- 

lished official sources, some are denoted in the 

firsthand 1970 data collected and computed by the 

author [6]. The data for 1970 were collected for 

the 65 large SMSA's with populations between 

500,000 and 1,000,000, and the standardized "Z" 

values were computed for all factors. On the 

basis of the percentile distribution of the "Z" 

values, SMSA's were divided into five groups and 

assigned points of 5, 4, 3, 2, or 1, respectively, 

for outstanding (A); excellent (B); good (C); 

adequate (D); and substandard (E). Factors within 

the same subcategory were then weighed equally to 

derive a subcategory score, and the subcategory 



scores were weighed equally to obtain a subcom- 
ponent score. Finally, the average of the sub- 
component scores was taken to show the composite 
index for each SMSA, which was subsequently rated 
by the indexes in comparison with those of other 
SMSA's. 

III. Empirical Results 

The environmental quality of life indicators 
in this study concern both individual and insti- 
tutional environment and natural environment. 
Air, visual, noise, water, and solid waste pollu- 
tion are by- products of the postindustrialized 
society. Their existence and the attempts at 
eradication not only impose a heavy financial 
burden on our society, but they are also hazards 
to human health, animal fertility, crop produc- 
tion, etc. Thus, relative indicators for these 
five categories were constructed based on the 
absolute indicators obtained from various public 
and private sources. The individual and insti- 
tutional environments among the metropolitan areas 
are evaluated jointly on 10 different factors. 

The natural environment is evaluated from 
five climatological and two recreational factors. 
The factors included in this component are fewer 
than desirable and are far from being complete 
because of the lack of empirical statistics. 
Nevertheless, these factors provide basic informa- 
tion for a fairly accurate judgment on urban en- 
vironment for all metropolitan areas. Table 1 

presents all statistical results. The most im- 
portant findings in this study and their implica- 
tions are broadly delineated in the following: 

1. This study of environmental quality in 
large SMSA's indicates that the Pacific region 
stands at the top of the listing. All but two 
SMSA's in the Pacific region are rated either 
"outstanding" or "excellent." In fact, California 
has four outstanding SMSA's, or about 40.0 percent 
of the total of 11 rated "A." They are Sacramento, 
San Bernadino- Riverside -Ontario, San Diego and 

San Jose. However, Los Angeles -Long Beach and 

Anaheim -Santa Ana -Garden Grove SMSA's fall only 

in the average category. The best of "A" -rated 

SMSA's is Sacramento which obtained an environ- 

mental quality index appreciably greater than 

the others; i.e., -0.20 or about two standard 

deviations above the mean of -1.03. Next to 

Sacramento in environmental quality is Seattle - 
Everett. Portland SMSA ranked ninth in the race 
for better environment quality. The other "A "- 

rated SMSA's are Miami, Honolulu, Phoenix, 

Allentown -Bethlehem- Easton, other "A" -rated SMSA's 

are Miami, Honolulu, Phoenix, Allentown - 

Bethlehem- Easton, and Springfield- Chicopee- 
Holyoke. 

The geographic distribution of ratings shows 

also the existence of a concentrated pattern 

among the SMSA's that received, unfavorable ratings. 

Many large SMSA's in the East North Central and 
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Middle Atlantic regions were rated either sub- 

standard or only adequate. However, the lowest 

environmental rating among the 65 SMSA's was 

found in Pittsburgh. This resulted primarily 

from its extremely high level of total suspended 

particulates, visual and water pollution. 

Chicago SMSA has the second lowest index, 

-1.82. This SMSA had a number of environmental 

problems, but its water and air pollution was 

among the worst. While Anaheim -Santa Ana -Garden 

Grove SMSA has water pollution indexes as low as 

0.68, Chicago had an index of about 26 times as 

high as the best area in California. In addition, 

this SMSA also suffered from a lack of recreation 

areas and facilities. 

2. Although there is a clear pattern of the 

distribution of the environmental quality indexes 

among regions, the overall variation in environ- 

mental quality among the large sized SMSA's does 

not appear to be very critical. Except for the 

SMSA's mentioned in the preceding section, most 

of the remaining SMSA's received quality indexes 

which are not significantly different from each 

other in aggregate values; the coefficient of 

variation is about 0.34 (0.345/1.034). This en- 

vironmental inequality problem in the large SMSA's 

is relatively more serious than that in the 

medium or small sized SMSA's. Nevertheless, the 

environmental inequality problem among these 65 

SMSA's is much less discernible than the social 

inequality problem as observed in the SMSA's. 

For a paper on social quality, see Liu [9]. 

3. Although it is normally expected that 

the levels of objectively measured environmental 

quality vary from region to region and from com- 

ponent to component, it is very interesting to 

note that only a few of the 65 SMSA's have con- 

sistently high or low ratings among all factors 

under consideration. For instance, even though 

San Bernadino- Riverside -Ontario ranked first in 

the natural environmental quality, this SMSA 

showed serious visual and noise pollution and solid 

waste problems. The most serious problem in 

Houston was the insufficient recreation areas 

and facilities --it ranked 53rd. On the contrary, 

the SMSA's rated substandard on the overall scale 

also showed comparatively favorable ratings in 

many environmental considerations. For instance, 

Cleveland compared very well in visual and noise 

pollution and in parks and recreational areas; 

Detroit ranked 14th in visual pollution and 

Indianapolis 17th in noise pollution and 33rd in 

parks and recreational areas; and Louisville even 

scored 3rd in solid waste generation. 

4. Pollution and environmental damages have 

been increasingly attacked by opponents to economic 

growth and industrialization. Economists have 

aptly used pollution as an illustration of ex- 

ternalities. The trade -off between economic 

activities and environmental deterioration, or 

the degradative changes in our ecosystem, have 

been generally accepted. The author observed 



that the trade -off phenomenon seems to be more 
significant in the large sized metropolitan areas 
than in the medium sized areas. Chicago ranks as 

an SMSA with substandard environmental quality, 
but outstanding economic health. Honolulu and 
Springfield- Chicopee -Holyoke were revealed to be 
opposite cases. The third typical case was found 
in Portland, where both economic and environ- 

mental quality was outstanding in 1970. 

5. The Spearman rank order correlation co- 

efficient (r) obtained between the individual and 

institutional (IIE) and the natural environmental 

component (NE) for the 65 SMSA's is 0.17, in- 

dicating that there is virtually no correlation 
between the two components employed for environ- 
mental quality evaluation among regions. In addi- 

tion, this finding tends to be supportive of the 

basic prerequisite in the development of social 

indicators, that the selected variables should be 

as independent of each other as possible. 

IV. Implications and Concluding Remarks 

Empirically the model systematically eval- 

uated the varying environmental elements among 

the U.S. urban areas, and constructed the first 

set of environmental quality indexes for the 

nation's large metropolitan areas. 

While geographically this paper found a con- 

centration pattern of environmental inequality in 

favor of the Pacific and against the East North 

Central and Middle Atlantic regions, this in- 

equality problem among the 65 large sized SMSA's 
is not as serious as other quality of life com- 

ponents such as social, health and education. 
However, the trade -off hypothesis between economic 

growth or industrial development and environmental 

degradation has been observed in many cases among 

the large SMSA's, especially those_in the manu- 

facturing regions. The implication of those find- 

ings is that on the whole, people in the large 

SMSA's were still enjoying a relatively homogeneous 

environmental quality of life as of 1970. Policies 

probably would be better to focus on the preser- 

vation of this homogeneity in general and the 

improvement in the substandard North Central and 

Middle Atlantic regions in particular. 

This paper has also found that in this country 

there is neither a perfect SMSA offering the best 

of environmental quality nor a worst area suffer- 

ing substandard environmental illness in all 17 

institutional and natural environment considera- 

tions. For policy decisionmakers, it indicates 

that there is always an area (or areas) requiring 

special attention and extra effort in order to 

balance the overall environmental quality of life 

within each SMSA. The environmental well -being 

is a notion for multidimensional concepts. Thus, 

at the present time it is not only theoretically 

controversial to consider a sole indicator for 

the overall environmental quality, it is also 

empirically difficult to single out an index for 

the environmental measurement due to the lack of 

consensus in weighting between the institutional 

and the natural components. 

559 

Since there are definite regional concentra- 

tion patterns and inequalities in the environ- 

mental quality, a more thorough investigation of 

input factors in the adequate or substandard re- 

gions should reveal the cause - effect relationship, 

and the potential trade -offs between economic and 

environmental objectives. Consequently, better 

policy alternatives and feasible remedies may be 

recommended. 

REFERENCES 

1. Anderson, J. C., "Causal Models and Social 

Indicators: Toward the Development of Social 

Systems Models," American Sociological Review 

Vol. 38, No. 3 (1973). 

2. Bauer, R. (ed.), Social Indicators, Cambridge: 

The MIT Press (1966). 

3. Cohn, Wilbur, The Quality of Life and Social 

Indicators (New York: NBER, 1972). 

4. Fisher, A. C. and F. M. Peterson, "The En- 

vironment in Economics: A Survey," Journal 

of Economic Literature, Vol. 14, No. 1, 

pp. 1 -33, March 1976. 

5. Fox, K. A., Social Indicators and Social 

Theory (New York: John Wiley and Sons, 1974). 

6. Liu, B.C., Quality of Life Indicators in U.S. 

Metropolitan Areas, 1970 (Washington, D.C.: 

Government Printing Office, 1975a,and N. Y.: 

the Praeger Publisher, 1976). 

7. Liu, B. C., "Functions of Air Pollution Dam- 

age on Human Health," Proceedings of Air 

Pollution Control Association (1975b). 

8. Liu, B. C., "Variations in Social Quality of 

Life Indicators in Large Metropolitan Areas," 

Proceedings of the American Statistical Asso- 

ciation, Social Statistics Section (1975c). 

9. Liu, B. C. and S. H. Yu, "Mortality and Air 

Pollution: Revisited," Journal of Air Pollu- 

tion Control Association (1976). 

10. Mills, E. S.and F. M. Peterson, "Environmental 

Quality: The First Five Years," The American 

Economic Review, LXV, 3, pp. 259 -268, June 

1975. 

11. Mills, E. S., "Economic Incentives in Air 

Pollution Control," in Economics of Air Pol- 

lution, Harold Wolzin (ed.) (New York: W. W. 

Norton and Company, Inc., 1966). 

12. President's Council on Environmental Quality 

Environmental Quality 1972: Third Annual 

Report (Washington, D.C.) (1972). 

13. Sheldon, E. and W. Moore, Indicators of Social 

Change: Concepts and Measurements (New York: 

Russel Sage Foundation, 1968). 

14. Sheldon, E. and R. Parke, "Social Indicators," 

Science, Vol. 188, No. 4189, pp. 693 -699 

(1975). 

15. Waddell, T. E., The Economic Damages of Air 

Pollution (Washington, D.C.: EPA Environ- 

mental Research Center, 1974). 



Table 1 

ENVIRONMENTAL QUALITY OF LIFE INDICATOR RATING AND RAIDING 
FOR 

LARGE SMSA'S 1970 

Akron, Ohio 

Albany- Schenectady -Troy, N.Y. 

Allentown -Bethlehem -Easton, Pa -N.J. 

Anaheim -Santa Ana -Garden Grove, Ca. 

Atlanta, Ga. 

Baltimore, Md. 

Birmingham, Ala. 

Boston, Mass. 

Buffalo, N.Y. 

Overall 

Individual and 

Institutional 

Environment 

(IIE) 

Natural 

Environment 

(NE) 

-.9667 C 23 

-1.2917 D 53 

-.6167 A 9 

-1.0500 C 33 

-1.2833 D 52 

-1.2667 D 50 

-1.4250 E 59 

-1.2500 D 48 

-1.2000 D 45 

-2.4333 C 23 

-2.6333 D 46 

-1.9333 A 2 

-2.7000 D 50 

-2.4667 C 35 

-2.7333 D 52 

-2.7000 D 51 

-3.0000 E 53 

-2.5000 C 37 

0.5000 C 25 
0.0500 D 30 

0.7000 B 14 

0.6000 B 20 

-0.1000 E 58 

0.2000 D 41 

-0.1500 E 59 

0.5000 C 24 

0.1000 D 48 

Chicago, Iii. -1.8167 E 64 -3.3333 E 61 0.3000 E 64 

Cincinnati, Ohio -Ky. -Ind. -1.0333 C 30 -2.1667 B 8 0.1000 D 47 

Cleveland, Ohio -1.4250 E 60 -3.2000 E 62 0.3500 C 35 

Columbus, Ohio -1.0917 C 38 -2.4333 C 31 0.2500 D 38 

Dallas, Texas -.9083 B 21 -2.2667 B 16 0.4500 C 29 

Dayton, Ohio -1.3167 D 56 -3.1333 E 60 0.5000 C 23 

Denver, Colo. .9917 C 24 -2.6333 D 47 0.6500 B 15 

Detroit, Mich. -1.7250 E 63 -3.4000 E 64 0.0500 D 55 

Fort Lauderdale -Hollywood, Fla. -1.0833 C 36 -2.7667 D 53 0.6000 B 19 

Fort Worth, Texas .8583 B 18 -2.1667 B 9 0.4500 C 28 

Gary - Hammond -East Chicago, Ind. -1.1750 D 43 -2.3000 B 23 0.0500 D 54 

Grand Rapids, Mich. -1.0333 C 31 -2.2667 B 17 0.2000 D 40 

Greensboro - Winston -Salem -High Point, -1.3000 D 54 -2.4000 B 28 -0.2000 E 63 

N.C. 

Hartford, Conn. -1.1250 C 40 -2.5000 C 38 0.2500 C 37 

Honolulu, Hawaii -.4583 A 4 -2.0667 A 4 1.1500 A 10 

Houston, Texas -1.0000 C 26 -2.1000 A 5 
0.1000 D 46 

Indianapolis, Ind. -1.5250 E 61 -3.2000 E 63 0.1500 D 43 

Jacksonville, Fla. -1.2500 49 -2.3000 B 24 
-0.2000 D 62 

Jersey City, N.J. -1.0167 C 27 -2.4333 C 32 
0.4000 C 33 

Kansas City. Mo. - Ka. -1.1250 C 39 -2.3000 B 25 0.0500 D 49 

Is Angeles-Long Beach, Ca. -1.0583 C 34 -2.9667 E 57 0.8500 D 13 

Louisville, Ky. -Ind. -1.4167 E 58 -2.9667 E 57 -0.2000 E 61 

Memphis, Tenn. -Ark. -1.2083 D 47 -2.3667 B 26 -0.0500 D 53 

Miami, Fla. -.4167 A 3 -2.4333 C 33 1.6000 A 4 

Milwaukee, Wis. -1.0417 C 32 -2.2333 B 13 0.1500 42 

Minneapolis -St. Paul, Minn. -.9000 B 20 -2.1000 A 6 0.3000 C 36 

Nashville- Davidson, Tenn. -1.0833 C 37 -2.2667 B 18 0.1000 D 45 

New Orleans, La. -1.2667 D 51 -2.5333 C 42 0.0000 D 51 

New York, N.Y. -1.3333 D 57 -3.0667 E 59 0.4000 C 32 

Newark, N.J. -1,2000 D 46 -2.8000 D 55 0.4000 C 31 

Norfolk -Portsmouth, Va. -.8667 B 19 -2.2333 B 14 0.5000 C 22 

Oklahoma City, Okla. -.8250 B 15 -2.2000 B 10 0.5500 C 21 

Omaha, Nebraska -Iowa -1.3083 D 55 -2.5667 C 44 -0.0500 D 52 

Paterson- Clifton -Passaic, N.J. -1.0000 C 25 -2.4000 B 29 0.4000 C 30 

Philadelphia, Pe. -N.J. -1.0250 C 28 -2.5000 C 39 0.4500 C 27 

Phoenix, Airz. -.5917 A 8 -2.6333 D 49 1.4500 A 5 

Pittsburgh, Pa. -1.8667 E 65 -3.5333 E 65 -0.2000 E 60 

Portland, Oreg. -Wash. -.6500 A 11 -2.5000 C 40 1.2000 A 9 

Providence- Pawtucket - Warwick, R.I.- -.7667 B 14 -2.4333 C 34 0.9000 8 12 

Mass. 

Richmond, Va. -1.1333 D 41 -2.3667 B 27 0.1000 D 44 

Rochester, N.Y. -.7000 8 13 -2.0000 A 3 0.6000 8 18 

Sacramento, Ca. -.2000 A 1 -2.2000 B 11 1.8000 A 2 

St. Louis, Mo. -Ill. -1.5833 E 62 -2.7667 D 54 -0.4000 E 65 

Salt Lake City, Utah -1.0250 C 29 -2.5000 C 41 0.4500 C 26 

San Antonio, Texas -.8333 B 17 -1.8667 A 1 0.2000 D 39 

San Bernadino -Riverside- Ontario, Ca. .4750 A 5 -2.8000 D 56 1.8500 A 1 

San Diego, Ca. -.5333 A 6 -2.2667 B 19 1.2000 A 8 

San Francisco -Oakland, Ca. -.7000 B 12 -2.6000 C 45 1.2000 A 

San Jose, Ca. -.5333 A 7 -2.2667 20 1.2000 A 6 

Seattle- Everett, Wa. -.2667 A 2 -2.1333 A 7 1.6000 A 3 

Spring -Chicopee -Holyoke, Mass. -Conn. -.6167 A 10 -2.2333 B 15 1.0000 A 11 

Syracuse, N.Y. -1.1500 D 42 -2.2000 B 12 -0.1000 E 57 

Tampa -St. Petersburg, Fla. -1.0583 C 35 -2.4667 C 36 0.3500 C 34 

Toledo, Ohio -Mich. -1.1833 D 44 -2.2667 B 21 -0.1000 E 56 

Washington, D.C.- Md. -Va. .8333 B 16 -2.2667 B 22 0.6000 B 17 

Youngstown -Warren, Ohio -.9667 C 22 -2.5333 C 43 0.6000 B 16 

(X) -1.0342 -2.5015 -0.4331 

Standard Deviation (s) 0.3452 0.3577 0.5292 

A Outstanding t s) 

B = Excellent (X + .28s B < + e) 

C Good (X - .28s < C X + .28s) 

D Adequate - D .28e) 

E Substandard X - s) 
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A STUDY OF THE FEASIBILITY OF HOPKINS RANDOMIZED RESPONSE MODELS 

P. T. Liu, Johns Hopkins University 
C. N. Chen, Taipei Family Planning Promotion Center 

L. P. Chow, Johns Hopkins University 

1. Introduction 

Social and demographic surveys generally 
use interviews as a major tool of measurement. 
With increasing sophistication of modern society, 
and increasing fear of people of invasion of 
privacy, more and more difficulty is being ex- 
perienced in interviews. Such difficulty is 

particularly serious when questions asked in a 

survey are considered personal and sensitive. 
Ironically, many of the contemporary socio- 
demographic problems for which surveys are at- 
tempted are sensitive; e.g., criminal abortion, 
teenage pregnancy, pre -marital or extra- marital 
sexual relationship, deliquency, truancy, use of 
drugs and crime. 

Epidemiological and health surveys may 
encounter similar difficulties because of social 
stigma attached to some specific health condi- 
tions: leprosy, tuberculosis, alcholism and 
psychiatric conditions, just to mention a few. 

To overcome such difficulties and to 
enlist greater cooperation from the respondents, 
Warner in 1965 developed an innovative survey 
technique which he called the "randomized response 
technique" (RRT). (1) Considerable theoretical 
work and some field studies of limited scope have 
since been undertaken by various investigators in 
the United States (2) and elsewhere. (3) 

The RRT, although promising as an 
innovative. survey technique, does have an inherent 
weakness; its efficiency of estimate is substan- 
tially lower than that of a conventional survey 
of comparable scope asking direct questions. 

The authors have undertaken a series of 

studies including field tests to improve the 
efficiency of the RRT, and one of the models 
proposed is the multiple trial per respondent.(4) 
Theoretically speaking, the number of trials per 
respondent can be increased indefinitely so that 
the variance of estimate is reduced to that of a 
similar survey asking direct questions. In 

practice, such an increase can be done only at 
the cost of compromising the confidentiality of 
the respondent's identity; her cooperation, there- 
fore, might deteriorate. As a solution to the 
above dilemma, the multiple answer model has been 
developed which has been given a code name of 
Hopkins RRT Model II. (5) 

Other works of the authors on the sub- 

ject include the development of two discrete 
quantitative models, which have been coded 

Hopkins RRT III (6) and IV (7). 

Field studies to test the feasibility of 

these models have since been undertaken, and the 
current paper presents the experience with use of 

the multiple answer model in the field. 
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2. The Study 

The field study was conducted in 

Taichung, Taiwan, during August 1973. One local 
area in Taichung City, the South District (urban), 
and another in the adjacent county, Wu -feng town- 
ship (semi- urbanized) were purposely selected for 
the study. From the former area, a total of 180 

married women, age 20 -44 were randomly chosen, 
and from the latter, the sample size was 173. 
Successful interviews were conducted for 150 
women in each of the study areas. 

In addition, 53 names of women who were 
known to have had an induced abortion during the 
past 12 months were provided by an Ob -Gyn doctor 
in Taichung City, who is a close associate of the 
authors. All of these women lived in the city. 
By matching with respect to age and parity, 53 

"matches" were chosen from among a list of post- 
partum women in the city. The names of the 
abortees and the matches were then mixed and 

randomly assigned to the interviewers who were 
kept "blind" as to who were known abortion cases 
and who were the matches. A total of 45 success- 
ful interviews were conducted in each group. 

The randomizing device used in the field 
trial contained 50 balls of identical size; 15 

red and 35 white (2 = 0.3). It is designed in 
such a way that five balls will drop into the 
neck at each trial. Each respondent was asked 
to repeat the procedures three times; it was a 

three -trial of five answer model (Figure 1). 

3. The Results 

The results of the study, the proportion 
of the respondents who were estimated to have had 
an abortion (abortion rate), and the standard 

errors of estimates are shown in Table 1. 

It will be noted that the estimated 
abortion rates obtained with the multiple answer 
RRT model in the South District and Wu -feng 
Towhsnip combined, varied from 22.5% in the first 
trial to 35.8% in the third. The standard-errors 

of estimates also varied from 3.54% to 3.907.. By 

pooling the results of three trials, the estimated 
abortion rate was 27.87., with the standard error 
being substantially reduced to 2.837.. 

The pooled estimate of 27.8% is roughly 
comparable to the rate obtained by the Taoyuan 
RRT Study, and is significantly higher than the 
rates obtained by any of the island -wide KAP 

surveys conducted previously. At the 1973 island - 
wide KAP survey, a highest abortion rate of 19.57 
was obtained; this, however, was significantly 

lower than the pooled estimate obtained with this 
RRT model (p < 0.005). 

The abortion rate obtained from the 45 
known abortion cases was 75.07.. Although its 



957. confidence interval failed to comprise the 
expected value of 1007., it came close to it. An 
earlier study in Taoyuan revealed that women, not 
infrequently, failed to report the abortion expe- 
rienced during the past three months correctly. 
There were errors, both in reporting the timing 
of abortion and in reporting of the abortion event 
itself. 

It can be seen that the efficiency of 
this multiple answer model is significantly 
higher than the conventional RRT model used under 
the Taoyuan RRT Study in which the single trial 
RRT model was used. 

Further analyses on the differential 
abortion rates by selected demographic variables, 
such as urban -rural, age and parity, agreed with 
expectation except that the correlation between 
abortion rate and education appeared to be nega- 
tive; women of no formal education showing the 
highest abortion rate (Table 2). This rather un- 
expected result was caused partly by the dif- 
ference in age composition and partly due to a 

smaller sample size in each category. A study 
of larger scale should be undertaken for more 
conclusive results. 

Immediately after the RRT trials, a 

post -RRT interview was conducted on each respon- 
dent by asking nine questions about her impres- 
sion of the RRT. The results indicated that the 
RRT is feasible and procedures can be understood 
by most of the respondents (Table 3). Also, with 
this device, most of them indicated willingness to 
respond truthfully to a question which is far 
more sensitive than a question on induced abor- 
tion (Table 4). 

Surprisingly, although close to 90% of 
the respondents said they felt that there might 
be a gimmick in the RRT, only 207. of them indi- 
cated that more than half or most of their neigh- 
bors and friends would feel that there is a 

gimmick (Table 5). One possible explanation of 
this inconsistency of response is the ambiguity 
in the wording of the question in Chinese 
language; the question may be interpreted as 
asking if there is some "mechanism which is in- 
ducing or soliciting the respondent to answer 
truthfully" and some respondents might think that 
the RRT, indeed, is a device to induce people to 

answer honestly. 

4. Discussion 

The interest of social researchers in 

randomized response technique seems to have in- 
creased recently. Some epidemiologists have also 
started exploring the feasibility of its use in 
various health and epidemiological surveys. 

The RRT, has also invited some skepti- 
cism from other researchers. Some of their 
reservations, however, are based not so much on 
their experience with, but rather on their 
perception of, the utility of the technique. A 
few stories have also been circulated about un- 
satisfactory experiences with the use of RRT. 
While theoretical development of the RRT is being 
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continuously pursued, efforts for improvement of 
the feasibility of the technique is called for. 

Adequacy of interviewers is particularly 
critical in conducting surveys with the RRT. If 

interviewers are ill- trained and ill- prepared, 
if they themselves do not understand and are un- 
convinced of the technique, they will not be able 
to secure good cooperation from the respondents. 
The surprisingly high "non- response rate" experi- 
enced by the Taoyuan study (3), we suspect, was 
due partly to this factor. In the current field 
study, there was little difficulty reported by 
the interviewers in securing the full cooperation 
of the respondents. 

Unsatisfactory experience has also been 
reported from some investigators with regard to 
use of the two unrelated question RRT model. 
Although the latter model is generally considered 
more efficient than a corresponding related 
question model, formulation of an adequate 
innocuous question is harder than one might 
expect. Asking, for example, "Were you born in 
April ?" type of question is unsatisfactory 
because some respondents might fear possible 
revelation of sensitive information. Similarly, 
a question such as, "Was your mother born in 
April?" may not work simply because not all the 
respondents would remember the birthdays of their 

mothers. Another criticism is that more informa- 
tion may be lost rather than gained by use of RRT 

because the information obtained cannot be cor- 
related, for example, with the individual's 
characteristics. This is true, but this fact 
provides the basic argument for use of RRT in 

protection of privacy. This weakness of RRT, 
however, is not critical; it is always possible 
to analyze the data based on smaller groups of 
specific characteristics. 

There are a number of ways by which RRT 

can be made more feasible. Careful selection of 
the sensitive problem for study with RRT, careful 
formulation of the sensitive and innocuous 
questions, better method of presenting and 
administering the RRT questions, and use of less 
sophisticated randomizing devices are some of 
such possibilities. RRT may also be used, not 
to "replace ", but rather to "supplement" the 

direct questioning. 

The RRT is developed on the basic assump- 
tion that when the respondent's anonymity is 

assured, the respondent will be more willing tc 

answer a sensitive question truthfully. This 
assumption is logical but needs more empirical 
evidence for support. There may be considerable 
variation in the response pattern to RRT's among 
people of different cultural or educational back- 
grounds, calling for more field tests in various 
countries. 
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TABLE 1 

Proportion of Married Women of Childbearing Age in Taiwan Who Have Had Abortion: 

Comparison of the Results Obtained with RRT (Multiple Answer RRT Model and 

Single Trial of Conventional RRT Model) and Direct Questioning 

Proportion 
Having Had 

Type of Survey Abortion (7.) 

S. E. 

(7.) 

Sample 
Size 

Year 
of 

Survey Type of Survey 

Randomized Response Technique: 

1. Multiple Answer Model: Taichung* 
(1) South District & Wu -feng Combined: 

(a) First trial 22.5 3.54 30Q 1973 Two townships 
(b) Second trial 24.8 3.62 Married Women(MW)20 -44 
(c) Third trial 35.8 3.90 
(d) Pooled results: 3 trials 27.8 2.83 

(2) Known Abortion Cases: 3 trials 75.0 5.42 45 Women who are known 
to have had an abortion 

(3) Matches of the Known Abortion 
Cases: 3 trials 36.0 5.16 45 Matches of the above 

known abortion cases 

2. Single Trial Model: Taoyuan 28.2 4.69 692 1971 One County, MW 15 -49 

Direct Questioning: 

1. 

2. 

Island -wide KAP III 

Island -wide KAP IV 

13.8 

19.5 

0.68 

0.53 

2558 

5588 

1970 

1973 

Taiwan, MW 15 -44 

3. Taoyuan Abortion Study: 

(a) Repeated Interview: 

At Round 1 8.4 0.64 1861 1970 One County, MW 15 -49 
At Round 8 14.0 0.83 1737 1971 

(b) One -Shot KAP 12.7 1.00 1102 1971 

The current study 

TABLE 2 

Proportion of Respondents Who Have Had Abortion Estimated by the Multiple Answer 

RRT Model and the Standard Error of Estimates by Selected Demographic Variables 

South District and Wu -feng Township, Taichung, Taiwan 

Demographic 
Variable 

Sample 
Size 

Proportion Who 
Have Had An 
Abortion (n) S. E. 

A. Urban -Rural: 
* 

Urban 150 0.360 0.0319 
Semi -rural 150 0.195 0.0279 

B. .Age Group: 

24 - 47 0.110 0.0428 
25 -34 137 0.255 0.0312 
35 + 116 0.370 0.0364 

C. Number of Live Births: 

-1 44 0.045 0.0351 

2 - 3 134 0.285 0.0323 

4 + 122 0.350 0.0352 

D. Education: 

No Formal 63 0.325 0.0484 
Primary 186 0.270 0.0271 
Jr. High + 51 0.240 0.0504 

Total 300 0.278 0.0283 

Note: Results of three trials combined 
* South District of Taichung City 
** Wu -feng township of Taichung County 
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TABLE 3 

Difficulty or Ease in Understanding the RRT Procedures by Respondents 

Themselves and their Perception of Understanding of Neighbors /Friends 

by their Level of Education (In Percentage) 

Understanding No Formal 

Level of Education 

Total Primary Jr. High + 

Respondents Themselves 

Very easy 9.2 31.4 44.5 29.3 
Easy 50.6 58.4 51.8 55.3 
Difficult 25.3 6.6 3.6 10.1 
Very Difficult 14.9 3.5 0.0 5.3 

Neighbors and Friends 

Will be understood by: 

Almost all 12.6 38.9 62.6 38.1 
More than half 47.1 50.9 32.5 46.2 
Less than half 28.7 5.8 1.2 9.8 
Very few 9.2 4.0 2.4 4.7 
Don't know 2.3 0.4 1.2 1.0 

Total 100.0 100.0 100.0 100.0 

Note: Total number of respondents was 396 

TABLE 4 

Feeling Safe to Answer a More Sensitive Question Such as Committing a Crime with the RRT 

Response No Formal 

Level of Education 

Total Primary Jr. High + 

Respondents Themselves 

Absolutely safe 47.1 52.7 62.7 53.5 
Will respond after some 

hesitation 18.4 19.9 . 27.7 21.2 

Will not take the risk 33.3 27.4 9.6 25.0 
Don't Know 1.1 0.0 0.0 0.3 

Neighbors and Friends 

Most will 21.8 30.5 36.1 29.8 

More than half 23.0 27.9 37.3 28.8 

Less than half 19.5 13.7 10.8 14.4 

Very few 33.3 23.0 10.8 22.7 

None 1.1 4.4 2.4 3.3 

Don't know 1.1 0.4 2.4 1.0 

Total 100.0 100.0 100.0 100.0 
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TABLE 5 

Do You Feel That There is a Gimmick in the RRT Method? 

Response No Formal 

Level of Education 

Total Primary Jr. High + 

Respondents Themselves 

Yes 87.3 88.1 90.4 88.4 
No 12.7 11.9 9.6 11.6 

Neighbors and Friends 

Most 4.6 8.4 3.6 6.6 
More than half 13.8 12.8 14.5 13.4 
Less than half 23.0 18.6 13.3 18.4 
Very few 34.5 45.6 54.2 44.9 
None 18.4 12.8 13.3 14.1 
Don't know 5.7 1.8 1.2 2.5 

Total 100.0 100.0 100.0 100.0 
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GEOGRAPHICAL MOBILITY AS A SOCIAL INDICATOR: 
AN INTERNATIONAL COMPARISON 

Larry H. Long 
Celia G. Boertlein 

U. S. Bureau of the Census 

A great many people look upon social indica- 

tors simply as measures of the fundamental char- 

acteristics of a society, with an emphasis on 
trends in these measures. Such a broad concept 
raises the question of how to conceptualize and 
then measure these "fundamental characteristics." 
Ask any demographer to identify the basic demo- 
graphic variables, and he or she will immediate- 
ly answer that these are fertility, mortality, 
and migration. Of the three, fertility and mor- 
tality have been given extensive coverage in 
reports on social indicators that have been pre- 
pared by statistical offices in different coun- 
tries. 

In fact, the volumes on social indicators 
usually give numerous measures of fertility and 
mortality and include data from other countries 
in order to facilitate international comparisons 
of fertility and mortality. But no report on 
social indicators has ever included a measure of 
geographical mobility that can be compared with 
other countries. The reason for the lack of 

international comparisons of geographical mobil- 
ity is simple: in countries that collect such 
statistics, migration is usually operationally 
defined as movement that crosses the boundary of 
some administrative area that seems convenient 
for the purposes of data collection. 

The result is that we have statistics on 

movements between counties in the United States, 
between gemeinden in Germany, between parishes 
(församlingar) in Sweden, between boroughs and 
other local areas in England, and between local 
administrative areas in a number of other coun- 
tries. The problem is that these areas vary 

greatly in size, shape, and significance from 

country to country and no one has devised a least 

common denominator that will enable one to com- 

pare moves between local areas in different coun- 
tries. A great many statisticians, geographers, 
and other social scientists have worked on this 
problem without solving it. Indeed, the problem 
may never be solved. 

An alternative that has been used in an 

earlier study [1] is simply to count all moves 
and not just those that involve crossing the 
arbitrary boundaries of local administrative 
areas. In a sense, the most basic measure of 
geographical mobility is the count of all moves 

from one residence to another during a specified 
interval of time. This measure represents the 
total amount of geographical mobility taking place 

in a country and can be almost universally 
applied. 

The remainder of this paper evaluates recent 
developments in the production of data on residen- 
tial mobility in different countries. The con- 
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clusion of the paper points out some important 
international differences in social structure 
that may be reflected by different levels of geo- 
graphical mobility. 

Residential Mobility 

Data on residential mobility can rather 
easily be obtained with census or survey ques- 
tions of the type: "Did you live at this address 
one year ago (or five years ago), on 

(date) ?" The answer is either "yes" or "no." In 

the United States data of this type have been 
available since 1948, and at least seven other 

countries now collect and publish statistics on 
residential mobility. 

The resulting data (shown in Table 1 at the 

end of the paper) confirm what most people have 

long suspected but could not prove: people in 

the United States really do change residence more 

frequently than Europeans. But the interesting 
result from the new data is the demonstration 
that Canadians and Australians change residence 
as frequently as Americans do. A frequently 

cited statistic is that about 20 percent of the 
U. S. population moves in one year. When we 

exclude movement from abroad, this figure is 

reduced to 18.6 percent and compares with about 

11 or 12 percent in Great Britain and Japan, 9.1 

percent in Taiwan, and 4.3 percent in Ireland. 
Over a five -year period, over 45 percent of the 

U. S. population changes residence at least once, 

and this figure is about the same in Canada and 

Australia. About 36 percent of the populations 
of Japan and Great Britain move in five years. 

Because of differences in coverage and in 

processing of data, great significance should not 

be attached to small differences. Some of these 

small differences in census practices can be cor- 

rected for by adjusting U.S. data (see [3]). 

Furthermore, some of the differences implied in 

Table 1 represent differences in age structure; 

Britain, for example, has a very old population 
relative to Japan's. The differences arising 

from the varying age compositions can also be 

taken into account [3]. Finally, small differ- 

ences can also arise from the fact that the one - 

year data for the United States and Australia are 

derived from surveys, whereas the other data come 

from censuses or large samples of population 

taken in connection with censuses. 

When all these considerations are taken into 

account the big picture remains: that industri- 

alized nations vary much more in terms of residen- 

tial mobility than in terms of almost any of the 

usual variables that are included in reports of 

social indicators. Certainly the differences 
among countries shown in Table 1 are many times 



greater than the fertility or mortality differen- 
tials which receive so much attention. In fact, 
in very few ways do industrialized nations differ 
to a greater degree than in terms of the geo- 
graphical mobility of their populations. 

One should note that the length of the inter- 
val over which mobility is measured makes an 
important difference, for the longer the interval, 
the smaller the differences among countries will 
appear. A long interval tends to mask the effect 
of repeat moves. 

In spite of large differences, several inter- 
esting regularities appear in the geographical 
mobility patterns in the different countries. In 
each country the rate of moving is high among 
young children. The rate reaches a low point 
around age 15 or 16 and then rapidly rises to a 

peak around age 22. in the United States this 
peak represents a mobility rate of around 50 
percent; that is, about 50 percent of Americans 
can be expected to change residence between their 
twenty- second and twenty -third birthdays. After 
this peak is reached, rates of moving steadily 
decline with age, except for a small increase in 
the rate around age 65. 

An important point to take note of is the 
tendency for differences among countries to be 
least at the ages when mobility is highest. That 
is, there are almost universal forces which cause 
children to leave their parental home in their 
late teens to go to work, to go away to continue 
their education, or to get married. At any rate, 
differences among countries in terms of residen- 
tial mobility are least between the late teens 
and the late twenties. 

Number of Moves in a Lifetime 

Rates of moving at each age allow us to cal- 
culate the probable number of moves a person can 
expect to make in a lifetime. The methodology is 
discussed in [3]. The rates shown in Table 1 

imply that an average resident of the United 
States, Canada, or Australia probably makes 12 to 
13 moves in a lifetime, compared with about 8 
moves per person in Great Britain, 7 moves per 
person in Japan, 6 moves per person in Taiwan, 
and 3 or 4 moves in a lifetime for an average 
resident of Ireland. 

From these data, one can see that in the 
high -mobility countries --the United States, 
Canada, and Australia --a person probably makes 
between three and four times as many moves in a 

lifetime as the average resident of Ireland. 
Once again, one can see that differences in levels 
of geographical mobility are far greater than most 
other demographic, social, and economic differ- 
ences ordinarily noted in reports on social indi- 
cators. 

The differences can be highlighted even more 
dramatically than the comparisons made above. Of 

the 12 or 13 moves an average American, Canadian, 
or Australian makes in a lifetime, about three 
will be made as a child moving with one's parents. 
This figure is nearly equal to the number of moves 
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an average resident of Ireland will make in a 

lifetime. 

The low rate of residential mobility in 
Ireland cannot be attributed to Ireland's being a 

rural country. Controlling for this factor; we 
still find very low rates of residential mobility 
in Ireland. We may note that although the rate 
of moving for Ireland as a whole is about 5.1 
percent (including movers from abroad), the rate 
is highest --7.5 percent --in Dublin county, which 
is a reasonable approximation to the metropolitan 
area of the city of Dublin. In metropolitan areas 
of the United States, the annual rate of moving 
sometimes reached 30 percent around 1970. 

Hence, the general differences among the 
countries in Table 1 indicate a, degree of differ- 
ences that roughly applies to both the metropol- 
itan and nonmetropolitan parts of countries, even 
though the metropolitan areas have higher rates of 
residential mobility than the nonmetropolitan 
areas. 

Another way of standardizing for the effect 
of differences in population composition is to 
examine rates of moving specific for occupation. 
These data are not yet available for 1970, but 
1960 data [2J for the United States, Canada, 

Great Britain, and Japan indicate that the high - 
mobility countries have the highest rates at each 
occupational level. If the 1970 data were avail- 
able, they would show that white- collar workers 
in each of the countries expect to move more 
frequently than other workers. 

Long- and Short -Distance Moves 

The differences in rates of residential mo- 

bility imply higher rates of movement over both 
short and long distances. That is, the higher 
rates of residential mobility in the United States, 

Canada, and Australia reflect a greater propensity 

to move short distances as well as a greater pro- 

pensity to move long distances. 

This conclusion is possible because the 
countries that collect statistics on residential 
mobility divide moves into those within and those 
between different administrative areas- -e.g., 
counties and states in the United States. From 

this and other evidence we know that the volume 
of migration within a country varies inversely 
with the size of the areal units used to measure 
migration. And we can show that the areal units 

used in the United States (counties or states) are 

larger than the areal units used in other countries 

and also indicate a higher rate of migration in 

the United States. 

This process can be extended to compare 
rates of migration in the United States with 

rates of inter -area movement in European coun- 
tries. The process is simply to show that rates 

of inter - county or inter -state migration in the 

United States are higher than rates of migration 

in other countries in spite of the fact that the 
U.S. counties or states are larger than the areal 

units used in other countries to measure migra- 

tion. 



With this process, we cannot, however, be 
certain of the degree of difference among coun- 
tries in the propensity to engage in short -dis- 
tance as compared with long -distance movement. 
For the countries shown in Table 1, we can be 

reasonably certain that the high rates of residen- 
tial mobility in the United States, Canada, and 
Australia reflect a higher propensity to move 
short distances as well as long distances. We 

make these observations partly to point out that 
geographical size of a country has relatively 
little to do with explaining the rate of residen- 
tial mobility, for the high rates of residential 
mobility in the United States, Canada, and 
Australia reflect high rates of moving over 
short as well as long distances. 

Trends in Geographical Mobility 

Many persons seem to insist that a statistic 
can be considered a social indicator only if 
trend data are available. Data on residential 
mobility were first collected in 1948 in the 
United States and in 1960 and 1961 in Canada, 

Great Britain, and Japan. These data are shown 
in Table 2, along with the 1970 or 1971 figures. 

Because of differences in tabulation practices, 
we had to limit the 1960 -70 comparisons to per- 
sons 15 years old and over, and for this reason 
the 1970 data in Table 2 are slightly different 
from the figures in Table 1. 

The data clearly show stability in the rates 
of residential mobility in Canada and Great 
Britain. Residential mobility has increased in 
Japan, from a one -year rate of 9.5 percent in 
1960 to 12.8 percent in 1970. This rise in res- 

idential mobility in Japan in the 1960's appears 

to be part of a gradual increase in internal mi- 

gration that has been underway since the early 
1950's. This increase in the volume of geograph- 
ical mobility within Japan is associated with 

continued industrialization and movement of popu- 
lation from agricultural occupations. 

The data in Table 2 may indicate the begin- 
ning of modest declines in the rate of residen- 

tial mobility in the United States. Both the 

one -year and five -year comparisons show small 
decreases in the rate of residential mobility of 

the U.S. population. 

The rate of migration within the United 
States increased greatly around the time of 
World War II (see [2]), but the annual data 

indicated no significant year -to -year changes in 
rates of moving over short- or long- distances 
between 1948 and the late 1960's, where there 
appeared some evidence that rates of moving might 
be declining. The apparent decline indicated in 
Table 2 is small, however, and difficult to 

interpret. 

For the four countries that had data on res- 

idential mobility in 1960 and 1970 the differ- 
ences have decreased. The convergence has been 

brought about as the lowest rate (in Japan) rose 

and the highest rate (in the United States) 

declined slightly. 
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Some Explanations 

What do the United States, Canada, and 
Australia have in common that gives them a high 
rate of internal migration? There is no obvious 
answer to this question. If enough countries 
collected statistics on residential mobility, one 
could undertake multivariate analyses whereby the 
rate of moving could be correlated with a host of 
other national characteristics like those routine- 
ly published in the United Nations Demographic 
Yearbook. Because of the limited number of coun- 
tries currently providing data on residential 
mobility, elaborate multivariate approaches are 
not possible, and we can only rely on ad hoc ' 

explanations of the observed differences. 

Surely part of the explanation of high rates 
of migration in the United States, Canada, and 
Australia is the fact that each is a "nation of 
immigrants" and has attracted the geographically 
mobile segments of the populations of other 
countries. The effect of current immigration on 
rates of geographical mobility in the three 
countries is small, for even when we exclude 
movers from abroad, the United States, Canada, 
and Australia have high rates of geographical 
mobility. 

High rates of internal migration in these 
countries may indicate a long -run dynamic built 
into populations which are almost entirely 
descended from long- distance migrants. Most per- 
sons in the United States, Canada, and Australia 

either crossed an ocean themselves or are 
descendents of persons who crossed an ocean. 
Past mobility may generate future mobility 
because of the exposure (direct or vicarious) 
with diverse places. Such knowledge about 

earlier migrations can make the possibility of 

mobility seem more readily apparent to potential 

movers. In a sense, Americans, Canadians, and 

Australians learn about mobility simply through 

knowledge of their ancestors. 

We do know that persons who have moved once 

are likely to move again, and this effect may 

persist across generations. Hence, currently 

high rates of internal migration in the United 

States, Canada, and Australia may indicate the 

intergenerational transmission of a propensity 

toward migration. 

Another characteristic shared by the United 

States, Canada, and Australia is a history domi- 

nated by a frontier that needed to be settled. 

Each country has taken measures like the Home- 

stead Act in the United States to encourage 

settlement of the frontier. Each has also sought 

to exploit resources that were abundant but widely 

scattered. Throughout much of their history, the 

United States, Canada, and Australia have consid- 

ered themselves underpopulated, and each has 

adopted policies to encourage persons to move to 

developing regions. These effects, too, may 

extend across generations. 

A third characteristic of the United States, 

Canada, and Australia is that successive waves of 

settlement established numerous urban centers that 



were widely separated. Today each country has 
an urban structure that is not clearly dominated 
by one metropolis. Instead, numerous metropoli- 
tan areas in each country compete for industry 
and migrants, and this competition may keep the 
overall migration rate high. The decentralized 
urban pattern creates a diversity of regional 
markets, and many corporations in the United 
States have a practice of repeatedly moving their 
executives and managers from place to place in 
order to provide exposure to the many regional 
centers in which big corporations operate. 

In these ways, sheer geographical size may 
contribute to a high rate of internal migration 
simply by offering more places to move to. But 
geographical size of a country has less explana- 
tory power in accounting for rates of short - 
distance movement, and the United States, Canada, 
and Australia have high rates of short -distance 
movement as well as high rates of long- distance 
migration. Of course, it is possible that long - 
distance and short -distance moves are mutually 
reinforcing, so that a readiness to move long 
distances and a history of such movement is 

conducive to frequent short -distance movement. 
In other words, the short -distance mobility rate 
in the United States, Canada, and Australia may 
be high partly because these countries have high 
rates of long- distance migration, but these 
relationships cannot be statistically demon- 
strated. 

We are thus left with the somewhat unsatis- 
factory conclusion that the United States, Canada, 
and Australia have high rates of short- and long - 
distance moving now because they have had high 
rates in the past. And they probably had high 
rates in the past because they were immigrant 
countries that attracted the geographically 
mobile element of European populations. These 
populations and their descendants have partici- 
pated in successive waves of internal movements 
that established numerous regional population 
centers which have competed for migrants and 
thereby kept the level of mobility high. 

Implications 

If rates of geographical mobility are a 
social indicator, what are they indicating? A 

tendency in recent years has been to look upon 
geographical mobility as a force producing 
alienation and the breakdown of community struc- 
ture. This theme appears in Alvin Toffler's 
Future Shock, which asserted that increased geo- 

graphical mobility was part of the onrush of 
events which people were unable to adjust to. 

This theme is even more forcefully stated in Vance 
Packard's A Nation of Strangers, published in 
1972 and long on the best -seller list. The same 
theme has appeared in subsequent books hypothe- 
sizing an increase in loneliness, including 
Ralph Keyes' We, the Lonely People (1972) and 
Suzanne Gordon's Lonely in America (1973). 

There is little evidence to support such 
assertions simply because residential mobility 
rates are not increasing in the United States. 
On the contrary, they are probably beginning to 
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decline. If the absence of an increase in rates 
of residential mobility were more widely known, 
perhaps there would be less of a tendency to link 
residential mobility with presumed increases in 
alienation or loneliness. 

We should note, however, that high rates of 
residential mobility can affect the degree of 
participation and involvement in community activ- 
ities. Some evidence to this effect was pro- 
duced when in November 1974 the Census Bureau 
included for the first time a question on resi- 
dential mobility and migration in its voting 
supplement to the Current Population Survey. The 
data [4] showed that persons who had recently 
moved were less likely to have registered and 
less likely to have voted than persons who had 
not moved. 

The data from this survey showed that the 
higher- than -average rate of moving among persons 
in their early twenties explained part (but not 
all) of the lower- than -average voting rate among 
persons at this age group. If it is true that 
the proportion of eligible voters who actually 
vote is lower in the United States than in the 
democracies of Western Europe, then part of the 
explanation may be that at any given moment a 

larger proportion of the United States population 
consists of persons who are newcomers to á place. 
In these and other ways, residential mobility 
may influence age patterns of participation and 
differences among countries. 
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TABLE 1. Percent of Population Residentially Mobile in Seven Countries: Around 1970 

Country 

Percent moving 
in one yearl 

Including Excluding 
movers from movers from 
abroad abroad 

Percent 
in five 

Including 
movers from 
abroad 

moving 

years 
Excluding 
movers from 
abroad 

Australia (NA) 15.7 51.4 48.4 

Canada (NA) (NA) 46.6 44.3 

Great Britain 11.8 11.1 37.2 35.9 

Ireland 5.1 4.3 (NA) (NA) 

Japan 12.0 12.0 35.9 35.8 

Taiwan (NA) 9.1 (NA) (NA) 

United States 19.2 18.6 47.0 43.2 

NA Not available. 

1Persons one year old and over. 

2Persons five years old and over. 

TABLE 2. Percent of Population Residentially Mobile in Four 
Countries: Around 1960 and 1970 

1960 1970 

ONE -YEAR INTERVAL 

Great Britain 11.9 11.6 

Japan 9.5 12.8 

United States 19.9 18.7 

FIVE -YEAR INTERVAL 

Canada 46.0 47.0 

Great Britain 36.2 36.6 

United States 49.5 46.3 

Note: Data refer to persons 15 years old and over and 

include movers from outside the countries. 
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1. Introduction 

This study comprises the second phase of an 
investigation by Henley et al. (1976) on data from 
a family planning program in the state of Haryana, 
India. Briefly, the study was designed to evalu- 
ate the extent to which various inputs, within 
the boundary of fixed constraints, affect program 
output. The output was the delivery of contra- 
ceptive devices; the input was both financial and 
technical; the constraints were socio- economic 
and demographic variables. Over 150 data varia- 
bles were obtained for each of the 97 geographi- 
cal blocks composing Haryana; however, many of 
these variables were eliminated on the basis of 
known unreliability, level of detail they repre- 
sented, or large numbers of missing values. 
Thirty -seven independent variables and four mea- 
sures of program output (IUD acceptors, tubec- 
tomies, vasectomies, and number of condoms dis- 
tributed) remained. The first phase focused on 
summary statistics such as four -year averages 
across the period studied, 1968 -1971. Five ru- 
ral blocks and two urban blocks were dropped 
from the analysis due to 1 or more missing val- 
ues; thus, 90 blocks remained for analysis. A 
maximum R- squared improvement technique was ap- 
plied to ascertain the relative importance of 
the variables on the program output, and the 
objective was simply to obtain equations which 
had as many statistically significant variables 
as possible. 

The second phase involved a multiple logit 
analysis which focused on the IUD acceptance rates 
to describe yearly patterns within the data. In 

particular, a linear model was constructed to ex- 
amine both the relationship among the input vari- 
ables in the context of fixed constraint varia- 
bles, and the interaction between the constraint 
and year (trend) effect. The linear model was 

of the form 

Kinn (1) 

where K, X are known matrices subject to the con- 

dition that the matrix of first partials 
with respect to the elements of has full row 

rank and X has full column rank,-7 is a vector of 
multinomial probability parameters, is a vector 

of parameters to be estimated, denotes the 

logarithm of the elements of the vector g, and 

means 'is approximated by'. The regression 
coefficients were estimated using q regression 

approach developed by Grizzle, et al.(1969). 
This methodology entails a squares 

approach to determine a BAN estimator of E. 
Moreover, minimum modified chi -square `statistics 
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described by Neyman (1949) were employed to as- 
sess the adequacy of the model in fitting the 
data and to test hypotheses of interest. 

The choice of independent variables (pro- 

gram inputs) was based on a preliminary optimal 
regression analysis (see Hocking, 1976), and the 

algorithm used for selecting input variables was 
described by Furnival and Wilson (1974). The 
procedure allowed the selection of the 'best' and 
several 'nearly best' subsets according to a spe- 
cified criterion. Therfore, a comparison of the 
possible regression equations in terms of a sum- 
mary statistic measuring the aspects of the ade- 
quacy of each equation was needed to aid in de- 
ciding which subsets to choose. The estimate C 

of the standardized total squared error r was 
p 

chosen as the selection criterion. This estimate 
is defined as 

C 

RSS 

p (n-2p) 

where n - number of variables in the reduced re- 

gression equation, n = number of data roints, 

is the residual sums of squares for the rarti.cular 

p- variate regression equation under consideration, 

and is the residual mean square from the full 
term p'- variate equation (n'_ p). Fnnlnynent 

Cp statistics rather than the P- squáred criterion 

was favored since C plots are more amenable 

graphical analysis. Furthermore, this statistic 

served to confirm the et 

al. who utilized the P2 statistic. 

In summary, our analysis was two- On 

the one hand, the optima] regression nrnceclure was 

implemented so that the most irportant sets of in- 

put variables could be determined. The second 
part of the analysis embodied these results in 

constructing a linear model to represent a par- 

simonious, yet adequate, description the data. 

2. Overall (Optimal) Regression 

The data consisted of responses gathered at 

four 1 -year intervals for 85 urban and rural 
blocks. Based on the earlier investigation, 27 

independent variables (defined in Table 1) were 

used for the overall regression. Observations 

on one block were assumed to be independent of 

those on every other block. Furthermore, a no- 

interaction linear model was postulated and a 



logit transformation of the IUD acceptance rate 
Y (see Table 1) served as the dependent variable. 
Residual plots were examined for each of the 27 

independent variables and, as a result, log 
transformations of variables X4, XS, and X26 were 
performed. Finally, an inspection of the normal 
probability plots indicated that variables from 
this set of data could be regarded as samples 
from a normal distribution. 

TABLE 1 
.Variables Considered for Use.in Overall Regression 

Variable 

X1 
X2 
X3 
X4 
X5 
X6 
X7 
X8 
x9 
X10 
X11 

X12 
X13 
X14 

X15 

X16 

X17 

X18 

X19 
X20 
X21 
X22 

X23 
X24 

X25 
X26 
X27 
Y 

Variable 

Male illiteracy - percent -1971 
Female illiteracy- percent -1971 
Newspaper subscribers /1000 population 
Radios /1000 population (pop.) 

Agricultural oanposite 
% of total workers in agriculture -1971 
% vaids who motivate for family planning 
Dais /100,000 pop. (4 year average) 
Auxiliary nurse midwives - 1971 
Male physicians /100,000 pop. 
IUD referrals from 'other' sources/ 

total referrals (4 year average) 
Heaalth expenditures/1000 pop. (4 year avg.) 
Extension educators /100,000 pop. 
Family planning field /100,000 pop. 

(4 year average) 
Auxiliary nurse midwives /100,000 pop. 

(4 year average) 
Hospital and beds/100,000 pop. 

(4 year average) 
Family" planning media events /100,000 pop. 

(4 year average) 
Family planning educational groups/100,000 

pop. (4 year average) 
paved road - 1971 

Fctension educators trained/in place -1971 
Female physicians /100,000 pop. 
Family planning expenditures /1000 pop. 

(4 year average) 
Dais trained/in place - 1971 
Sterilization referrals from sources 

'other' than health and family 
planning sources /total sterilization 
referrals (4 year average) 

Field workers - 1971 
Population density - 1971 
% scheduled caste - 1971 
IUD acceptors for 4 years /# of eligible 

couples in year 4 

After this preliminary inspection of the 
data, simple correlation coefficients for all 

pairs of variables were computed to implement the 

all possible regressions procedure. It is note- 
worthy that over 96% of the coefficients were be- 

tween -.3 and +.3, thereby raising little concern 

that problems due to multicollinearity would a- 
rise in this analysis. From the optimal regres- 

sion procedure, the 'best' (in terms of. lowest 

value for all p) and several 'nearly best' 

subsets of independent variables for each size p, 

p= 1,...,27, were determined. The elements of the 

most desirable subsets of each size p, p= 1,...,11, 

are given in Figure 1. We note that most of the 

same variables reappear as the subset size in- 
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creases. This seems to indicate that these var- 
iables were good regressors for the dependent 
variable, and this interpretation was useful when 
we constructed our model to analyze time trends. 

FIGURE 1 
Best and Nearly Best Subsets of Size p, 

p=1,...,11, and their elements 

Set Elements-in Set (denoted by subscripts of 
variables in Table 1) 

A 22 
12 22 

C 3 22 
D 3 22 24 
E 3 14 22 
F -3 14 15 22 

3 10 14 22 
H 3 10 12 14 22 
I 2 3 10 14 22 

2 3 10 15 22 
2 3 10 14 15 22 

L 3 10 11'12 14 15 24 
3 8 10 11 12 14 15 

H 3 10 11 12 14 15 21 24 
3 8 10 11 12 14 15 24 
3 8 10 12 14 15 21 24 

Q 2 3 10 11 12 14 15 21 24 
2 3 8 10 11 12 14 15 21 24 
2 3 10 11 12 14 15 21 24 27 

T 2 3 4* 10 11 12 14 15 21 24 
2 3 4* 6 10 11 12 14 15 21 24 

V 2 3 4* 10 11 12 14 15 21 24 27 
1 2 34*10 11 12 14 15 21 24 

* denotes a transformed 
variable 

3, Modeling For Time Trends 

Ten rural blocks were randomly chosen to il- 
lustrate a modeling procedure for time trends. 
Let 

nij 
be the number of IUD acceptors for year i 

(i= 1,2,3,4) in block j (j =1,...,10), and N. he the 

number of eligible couples in year 4 for block j. 
Then define = n../N. to be the proportion of 

IUD acceptors for year i in block j, where 

and 

Choose 

p' = 

1x50 

4 

P 
= 

p4j 

K = 
, 

40,60 

K* 

00-1 
0010-1 

-1 

where 



and denotes the Kronecker product, to form 
the vector 

Each R. . 

1,3 

40x1 

= In 

£ 
4,1 

84,10 

corresponds to an ele- 

1- 

ment of the multiple ]spit resrnnse vector for 

year i in block i, and varia. ion amore ele- 
ments can be investigated by fittinr 1inenr re- 
gression models define' ir. (1). stritee, 

the modeling nrncedure car, he characterized 
writing 

{Klnp} 
A 

where 'F. means 'asymptotic expectation', so that 

BAN estimates of and minimum modified x 
2 

sta- 

tistics for testing hypotheses of interest by the 

method of weighted least squares can he obtained. 

Patterns in the data suggested that 1) the 
proportion of IUD acceptors decreased as we moved 
from year 1 to year 4 and 2) these yearly trends 
were different in some blocks. Taking these pat- 
terns into account, the vector was fit to the 

right hand side of (1) by constructing the design 
matrix The The first ten columns of XI spanned 

the space of all constraint variables, and the 
next thirty columns of ten identical matrices 
pertained to the constraint -by -year, or trend, 
space. Hence, our model initially lacked any 
input variables since the rank of was equal 
to the number of responses (i.e. the model was 
saturated). 
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1 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 0 1 1 
1 0 0 0 0 0 0 0 0 0 1 1 
1 1 0 0 0 0 0 0 0 0 
1 1 0 0 0 0 0 0 0 0 
1 1 0 0 0 0 0 0 0 0 
1 1 0 0 0 0 0 0 0 0 
1 0 1 0 0 0 0 0 0 0 
1 0 1 0 0 0 0 0 0 0 
1 0 1 0 0 0 0 0 0 0 
1 0 1 0 0 0 0 0 0 0 
1 0 0 1 0 0 0 0 0 0 
1 0 0 1 0 0 0 0 0 0 
1 0 0 1 0 0 0 0 0 0 
1 0 0 1 0 0 0 0 0 0 
10'00100000 

0 
0 
0 
1 

0 0 0 

1 0 
1 1 1 

000 
1 0 0 
1 1 0 
1 1 1 

1 0 0 0 1 0 0 0 0 0 
1 0 0 0 1 0 0 0 0 0 1000100000 1000010000 x=1000010000 
1 0 0 0 0 1 0 0 0 0 
1 0 0 0 0 1 0 0 0 0 
1 0 0 0 0 0 1 0 0 0 
1 0 0 0 0 0 1 0 0 0 
1 0 0 0 0 0 1 0 0 0 
1 0 0 0 0 0 1 0 0 0 1000000100 
1 0 0 0 0 0 0 1 0 0 1000000100 
1 0 0 0 0 0 0 1 0 0 
1 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 1 000 1000000001 10' 
1 0 0 0 0 0 0 0 0 1 1 1 0 
1 0 0 0 0 0 0 0 0 1 111 

Since one aim of our analysis was to explain 

away as much variation in the data as possible 
using the program inputs, some of the ten rural 

blocks were grouped together to allow for the ad- 

dition of these input variables to the model. The 

chi - square test statistics in Table 2 served as a 

guide in this grouping procedure. 

2 
Test Statistics for Preliminary Xl 

Source of Variation Degrees of 
X2 

Block vs 2 
2 vs 3 
3 vs 4 
4 vs 5 
vs 6 

6 vs 7 
7 vs 8 
8 vs 9 
9 vs 10 

1 

1 i 
1 

1 

36.74 
25.88 
9.75 
.13 

11.68 
40.00 

.97 
14.07 
20.27 

0 
0 
0 

.72 
0 
0 

.32 
0 
0 

One possible grouping is given in Table 3. 

Another possible grouping arrangement was identi- 

cal to this grouping except that the last two 

blocks were not combined into one group. However, 

in order to utilize as many program inputs as pos- 

sible, the combination of ten blocks into five 

groups as indicated in Table 3 was chosen for fur- 

ther analysis. 



TABLE. 3 

of Rural Blocks Range of Overall Non- acceptance 

in Each Group Rate Within Each Group 

4 

2 
2 

85% 
90% 

90.48 -91.48 
93.78 -94.6% 
94.78 -95.6% 

Based on the overall regression analysis, 9 

input variables were considered. They were: 

1. Family planning expenditures 
2. Family planning field workers 
3. Auxiliary nurse midwives 
4. Female medical doctors 
5. Sterility referrals 
6. Health expenditures 
7. Dais 
8. Family planning media events 
9. Extension educators 

Since data on these variables were collected for 

each of the four years studied, 36 possible re- 

gressors were available. However, the overall 

regression suggested that family planning expend- 

itures (X22), family planning field workers (X14), 

auxiliary nurse midwives (X15), and health ex- 

penditures (X12) were good candidates for year -by- 

variable interaction. Adopting this suggestion, 

we introduced parameters into the model for each 

of the four years for each of these four variables. 

-2 

1 0 0 0 0 0 0 0 

1 0 0 0 0 1 0 0 

1 0 0 0 0 1 1 0 

1 0 0 0 0 1 1 1 

1 1 0 0 0 0 0 0 

1 1 0 0 0 1 0 0 
11000 110 
11000 111 
10100 000 
1 0 1 0 0 1 0 0 
10100 110 
10100 111 
1 0 1 0 0 0 0 0 
10100 100 
10100 110 
1 0 1 0 0 1 1 1 
10100 000 5. X0 (4 year 

Input Variables 
in 

the 

1. X12 for 
years 1 thru 4 

2. X14 for 
years 1 4 

3. for 
years 1 thru 4 

4. X22 for 
years 1 thou 4 

1 0 1 0 0 1 0 0 
1 0 1 0 0 1 1 0 
10100 111 
1 
1 
1 
1 

40x40 1 

10010 
10010 110 
10010 111 

0 1 0 0 0 0 0 
0 1 0 0 1 0 0 

0 1 0 0 1 1 0 
0 1 0 0 1 1 1 

0 0 0 0 

1 0 0 1 0 0 0 0 

1 0 0 1 0 1 0 0 

10010 110 
10010 111 
10001 000 
10001 100 
10001 110 
10001 111 

average) 
6. x13 (4 year. 

average) 

7. X13 (4 year 
average) 

8. X24 (4 year 

1 0 0 0 1 0 0 0 

1 0 0 0 1 1 0 0 
10001 110 
1 0 0 0 1 1 1 1 
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To adequately describe the grouping of the blocks 
in Table 3, 5 columns to distinguish the 5 groups 
and five identical three -column matrices to span 
the constraint -by -year interaction space were also 
included. Finally, four of the next most important 
variables were represented by one column each in X2 

to again form a saturated model. This resulted in 
the design matrix X2 as shown. 

Based on significance tests, only non- signi- 
ficant constraint -by -year (trend) effects and 
group means were collapsed since it was of inter- 
est to determine the importance of the program in- 
puts on the family planning system. As a result, 
the trend parameters of the last two groups and 
the constraint parameters of the first three 
groups were collapsed, as both tests were not 
significant (p >.25). An intermediate model was 
formed after taking these results into account 
and including the ninth variable, extension edu- 
cators (X13), as another parameter. Statistical 
tests for this intermediate model appear in 
Table 4. 

TABLE 4 

Test Statistics for Intermediate 
Analysis of Variation 

Source Degrees of X2 P 

35 6020.58 0 

Constraints 2 34.60 0 

12 308.57 0 

Across groups 
for year: 

2 4 110.93 0 

3 4 106.68 0 

4 4 36.33 0 

Significance of 

trends within 
each 

Group 
1 3 18.17 0 

2 3 59.63 0 

3 3 34.74 0 

4 3 30.28 0 

Input variables 21 373.27 0 

Family planning 
expenditures 

4 56.83 0 

Health expenditures 4 51.18 0 

Family planning 
field workers 

4 457.50 0 

4 47.15 0 

Family planning 
media events 

1 17.00 0 

Dais 1 25.97 0 

Sterility referrals 1 10.63 0 

Extension educators 1 13.09 0 

Female doctors 1 .01 .91 

Error 4 1.88 .76 

39 6022.46 



Moreover, one degree of freedom tests on parameters 
for the number of family planning workers in year 
three, the amount of health expenditures in years 
two and three, and the amount of family planning 
expenditures in year four were non -significant 
(p >.18) . Another model was fit to the data ex- 
cluding these parameters as well as the non- signi- 
ficant parameter for female doctors. Statistical 
significance of the parameters for this new model 
were examined and only one parameter ( the number 
of ABMs in year three) was not statistically impor- 
tant. Our next model was then constructed by re- 
moving the parameter for ANMs in year three and 
constructing the design matrix X4. 

-4 
40x30 

0 
1 0 0 
100 
100 
1 0 0 
1 0 0 

1 0 0 
1 0 0 

1 0 

100 
100 
1 0 0 
1 0 0 

100 
100 
100 

100 
110 
110 
110 
110 
110 
110 
110 
110 
101 
101 
101 
101 
1 0 1 
101 
101 
101 

o 

1 

o 

o 

1 

o 

o 

o 

o 

1 
o 
o 
1 
1 

o 
o 
1 

Input VariaLles 
Used in 
the Columns s 

1. X12 for 

years 1 & 4 

2. X13 (4 year 
O 0 0 average) 
1 0 0 

1 1 0 3. X14 for 
1 1 1 years 1,2, &4 
0 0 0 

4. X15 for 
1 1 0 years 1,2, &4 
111 
O 0 0 5. X17 (4 year 
1 0 0 average) 
110 
1 1 1 6. X22 for 
0 0 0 years 1,2, &3 
100 
1 1 0 7. X24 (4 year 
1A 1 average) 

0 0 0 

1 0 0 8.X8 (4 year 
1 1 0 average) 
111 
O 0 0 

100 
110 
111 
O 0 0 
100 
110 
111 
O 00 
100 
110 
111 

This model fit quite well (X2 11.55 on 10 

degrees of freedom) and so valid test statistics, 
shown in Table 5, were also obtained. All the pa- 
rameters were highly significant (p <.05) and so 
no further removal of any of the parameters could 
take place without the fit of the model becoming 
unsatisfactory. As a result, this model was deemed 
the final model. 
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Zest Statistics for Final nodal X4 

Analysis of Variation 

Source Degrees of Freedom x2 

29 6010.91 0 

Constraints 2 35.76 0 

12 279.47 0 

Across 
for year: 

2 4 134.73 0 

3 4 140.44 0 
4 4 45.69 0 

Significance of 
trends within 
each group 

Gr 
1 3 18.21 0 

2 3 81.69 0 

3 3 40.26 0 

4 3 44.06 0 

Input variables 15 366.25 0 

Family 
expenditures 

3 98.65 0 

Health expenditures 2 59.91 0 

Family planning 
field workers 

3 164.65 0 

3 54.81 0 

Family planning 
media events 

1 8.83 

Dais 1 31.39 0 

Sterility referrals 1 51.18 0 

Extension educators 1 15.40 0 

10 11.55 .32 

Total 39 6022.46 

4. Conclusion 

One thing that is immediately apparent from 
this table is that the input variables have a rel- 
atively large effect on the family planning system 
in comparison to the trend or constraint variables 
considered individually. Secondly, within the set 
of input variables, the magnitude of the x2 stat- 
istics reflects the importance of the number of 
family planning field workers, the amount of fami- 

ly planning expenditures and overall health ex- 

penditures, and the number of auxiliary nurse mid- 
wives. Of course, we must keep in mind that these 
results are preliminary as only ten rural blocks 
were examined. However, it is worthwhile to point 
out that these conclusions were similar to those 
in the investigation of Henley et al.. Further- 
more, the methodology described here can be ex- 
tended to analyze all the rural and urban blocks 
to see if similar results would be obtained. 
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THE 1974 POST- ENUMERATION SURVEY OF LIBERIA - A NEW APPROACH 
Eli S. Marks and John C. Rumford, U. S. Bureau of the Census 

Fifteen days after the beginning of the 1974 cen- 
sus of population and housing in Liberia, a post - 
enumeration survey was conducted. Though the 
short interval of time between the census and 
evaluation survey is unusual, what made the 
Liberian effort different was the simple and 
relatively inexpensive survey and implementation 
system used. 

In the past, post- enumeration surveys have proven 
difficult, time consuming, and expensive to carry 
out. Because of this, many countries, particular- 
ly the developing nations, have avoided post - 
enumeration surveys in census evaluation planning. 
This is unfortunate because no census, regardless 
of how carefully planned and executed, is perfect. 
While perfection cannot be obtained, completeness 
of enumeration can and should be estimated. 

The primary purpose of a post- enumeration survey 
(PES), is to provide estimates of census cover- 
age. All censuses suffer from two types of cov- 
erage errors. The first, and most frequent, is 

undercoverage, and the second is overcounting. 
Undercoverage errors are caused by such things as 

missing persons in enumerated living quarters, 
missing living quarters entirely or, in some 
cases, missing whole localities. Overcounting 
is almost always of much smaller magnitude and 
results from enumerators overlapping at area 
boundaries, reporting of persons by more than one 
household and enumeration of persons who should 
not have been enumerated, such as (names entered 
for) nonexistent individuals or persons who died 
before or were born after the census date. 

The traditional PES used to estimate these errors 
involves reenumerating a sample of census enumera- 
tion areas (EA's) or parts of EA's several months 
after the census, using a specially selected, 
well- trained group of enumerators. These enu- 
merators are usually provided with preenumeration 
intelligence derived from the census, and each is 

instructed to reconstruct the population in the 
evaluation area as of the census date. At the 
close of the reenumeration, a case -by -case 
matching with the census questionnaires is 

carried out, and a full field follow -up "recon- 
ciliation" is made of all non -matching persons. 

The principle underlying this methodology is 

that the PES will be much better than the census 
and, therefore, estimates derived from this sur- 
vey are a "standard" to which the census can be 
compared and eventually adjusted. 

However, experience in the United States and else- 
where has suggested that PES estimates are not 
necessarily better than census results (U. S. 

Bureau of the Census, 1960, Marks and Waksberg, 
1966, and Marks, 1973). Moreover, in the 
Liberian context, evidence existed that the 
techniques associated with traditional PES 
systems were inappropriate. This evidence was 
primarily the experience gained from four years 
of conducting the Liberian Fertility Survey, a 
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national, multi- round, household survey, that 
used case -by -case matching and other techniques 
common to traditional post- enumeration survey 
designs (Rumford, 1970). During this survey, 
it was repeatedly demonstrated that a single 
enumeration system, using experienced, well - 
trained enumerators and supervisors, failed to 
enumerate many persons. Moreover, it was found 
that, when enumerators were grouped and tested 
by age, experience, and education, the older, 
more experienced, and better educated enumerators 
missed about the same number of persons as did 
their younger and less experienced colleagues 
with average education (Rumford, 1972). Con- 
fronted with this evidence, it ,was decided to 
use a new PES approach in Liberia based on dual 
system estimation. 

Dual System Estimation 

There are four main methodological elements in 

this new approach as implemented in Liberia, 
which depart from the traditional PES method. 
The first is emphasis on independence between 
the census and PES; the second is the use of 
one -way matching to reduce "geographic out -of- 
scope" error; the third is providing for a very 
brief time interval between census and PES in 

order to minimize the problems of tracing mi- 
grants; and the fourth is the elimination of 
field verification of unmatched (Census or PES) 
enumerations. The third and fourth features 
were introduced in Liberia for reasons of cost 
and operational feasibility. The first two 
features are attempts to reduce the effects of 
two of the three major biases of dual system 
estimation. 

As used in the current paper, "dual system estima- 
tion" involves (1) collecting data from a sample 
of the target population with two independent 
data collection systems (in census evaluation, 

the Census and the PES); (2) matching the re- 
ports of the two systems to determine which of 
the sample individuals were reported by both 

systems; (3) using the proportion matched of all 
cases reported in one system as an estimate of 
the completeness of reporting (the "coverage 
rate ") in the other system. Thus, the proportion 

matched of all PES cases is used as the estimate 

of the completeness of the Census coverage. 

Independence 

It will be noted that the purpose of the PES is 

to provide an estimate of the completeness of the 

Census coverage. The PES estimate of Census 
coverage will not be biased by the erroneous 

omission of some sample cases or by the erroneous 

inclusions of some nonsample cases (e.g., due to 

the PES enumerator getting outside the boundaries 
of the sample segment), provided the PES coverage 

errors are independent of the Census coverage 
errors- -i.e., provided the probability of a PES 

case being matched to the Census (found to have 

been enumerated in the Census) is the same for 



the cases erroneously omitted from or erroneously 
included in the PES as it is for the cases cor- 
rectly included. Note that independence implies 
nothing about causality. Obviously, whether a 
person is or is not reported in the PES cannot 
causally affect his probability of being reported 
in a census taken prior to the PES. However, the 
classes of persons with low probabilities of be- 
ing reported in the PES could also (apart from 

any direct causal connection) have lower (or 

higher probabilities of being reported in the 
Census than the classes of persons with high 
probabilities of being reported in the PES. There 
is, in fact, evidence from recent post- enumera- 
tion surveys in Paraguay and in Korea that per- 
sons who change their places of residence between 
the Census and the PES tend to have lower proba- 
bilities of enumeration in both the Census (taken 
before their change of residence) and the PES 

than persons who do not move between the Census 
and the PES. 

Correlation between PES and Census errors may be 

"direct" or "indirect ". Indirect correlation re- 

sults from the fact that the probability of cer- 
tain individuals or classes of individuals being 

enumerated is high or is low for both Census and 
PES.» Direct correlation involves a causal re- 

lationship between Census and PES errors- -i.e., 
the fact of a person being enumerated or not be- 

ing enumerated in the Census actually changes the 
probability of his being enumerated in the PES. 

Since indirect correlation is an inherent feature 
of the population and the reporting methods, its 

control involves careful selection of the basic 
PES procedures. The newer techniques of taking a 

PES, used in Korea and Paraguay, were developed 

primarily for the purpose of eliminating a major 

source of indirect correlation. 

The preservation of direct statistical indepen- 
dence is largely a matter of avoiding collusion 
between the two enumeration systems in the field. 

One of the steps that can be taken to do this is 

to postpone the selection of the sample areas un- 

til after the Census enumeration is complete. In 

Liberia, the PES sample was selected immediately 

prior to national census day. However, the sample 

enumeration areas were not identified to the field 

officers until the census enumeration was com- 

pleted 5 to 10 days later. When the field offi- 

cers were notified, they were instructed to im- 

mediately impound the completed census question- 

naire workbooks for the EA's scheduled to be re- 

enumerated. These workbooks remained in custody 

throughout the PES enumeration. 

In another effort to prevent direct correlation, 

the PES enumerators were recruited from County 

Inspectors and District Supervisors. These 

workers were selected because they were familiar 

with the general census enumeration procedures, 
but took no active part in the census enumeration 

at the EA level. The enumerators were briefed on 

the PES questionnaires but they were not given 

any additional training nor were they provided 
with any preenumeration intelligence. Moreover, 

they used listing sheets and EA maps that were 

duplicates of those provided to the census 

enumerators. A time limit of 72 hours was im- 

posed for the enumeration (the same time target 
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prescribed for the original census enumeration) 
and the PES, like the Census, was conducted on a 
de jure basis. 

After completing the enumeration, the PES ques- 
tionnaire workbooks were transferred to a census 
regional officer. However, no review was made 
at regional headquarters. Instead, the original 
census questionnaire workbooks were transmitted 
to national headquarters for review and matching 
by a completely separate and specialized group. 
In spite of these elaborate precautions, and as 
a tribute to the ingenuity of Man, two of the 
thirty -two sample EA's were compromised and had 
to be eliminated. 

It should be stressed that although it is not 
sufficient for unbiased PES estimates, technical 
and administrative independence is essential. 
Without it, the Liberian PES system cannot be 

used. 

Other Biases 

In addition to correlation bias, dual system 
estimates are subject to matching bias and out - 
of -scope (or erroneous inclusion) bias. Matching 
bias is the result of "erroneous matches" and 
"erroneous nonmatches ". Erroneous matches will 
increase the number of PES cases considered to be 

enumerated in the Census and will, consequently, 
result in an overestimate of the completeness of 
Census coverage and erroneous nonmatches lead to 
an underestimate. The overall matching bias 
depends on the "net matching bias ", which is the 
difference between the number of erroneous 
matches and the number of erroneous nonmatches. 

"Out -of- scope" error is the result of improper 
inclusion of cases in the PES or the Census. 

Erroneous inclusions in the Census are duplicate 
enumerations and enumerations of persons who 

should not have been enumerated- -e.g., persons 
who died before or were born after the Census 
date, diplomatic personnel or other persons ex- 

cluded from the Census by definition and enumer- 
ation of fictitious persons, either deliberately 
(i.e., enumerator "curbstoning ", the completion 
of Census entries without interviewing every 
household) or accidentally (e.g., entry of a dog 

or other household pet under the mistaken im- 

pression that it was a child). Erroneous_in- 

clusions in the PES include the PES enumeration 
of persons who should not have been enumerated in 

the Census (as described above) and also the enu- 
meration of nonsample persons. Enumeration of 

nonsample persons results from boundary diffi- 

culties (i.e., the PES enumerator enumerating 

households actually located outside the sample 

segment) and from improper handling of "migrants" 

(persons who move between the Census and the PES). 

On the latter, "migrants" can be sampled either 

on the basis of where they were on the Census 

date or of where they are at the time of the PES 

interview. Thus, an out -of -scope error occurs in 

a PES which samples on the basis of residence on 

the Census date, if the PES enumerator includes 
someone who moved into the sample segment after 
the Census date. For PES samples based on loca- 

tion at the time of the PES interview, an out -of- 



scope error occurs if the PES enumerator in- 
cludes someone who moved out of the sample seg- 
ment before the PES date. 

Handling of Migrants 

Persons who move into or out of a sample seg- 
ment between the census date and the time of the 
PES enumeration represent a particularly diffi- 
cult problem. Prior to 1970, all PES sampling 
was based on the person's location on the 
census date. However, this tended to produce a 

correlation bias because (1) migrants tend to 
have a larger census omission rate than nonmi- 
grants and (2) persons who move away from an 
area prior to the PES are likely to be missed 
by the PES. Persons who move away tend to be 
omitted from the PES because (a) where a whole 
household moves, neighbors may be able to fur- 
nish only very incomplete information about the 
individual household members; and (b) if an 
individual moves out of a household, the re- 
maining members of the household may be very 
vague about the date that he left.?/ The reasons 
for poor census enumeration are not immediately 
obvious. Part of the difficulty may be with the 
fact that census enumeration is dragged out over 
a long time period and, therefore, the canvass 
for many of the migrants occurs after the migra- 
tion. However, the higher omission rates for 
migrants occur also in de facto censuses in 

areas where 80% or more of the census enumeration 
is actually completed on the census date. It 

may be hypothesized that the causal mechanism 
may be the fact that many of the "migrants" 
(particularly in a de facto Census) have only 
tenuous connections with the household where 
they were staying or living on the census date 
and are, therefore, not mentioned when the enu- 
merator asks for "all the people staying (or 

living) in this household ". 

There are two ways of reducing the correlation 
bias due to migrants. One of these has been in- 

troduced only recently into PES work --in the PES 
of the 1970 Census of Korea and the PES of the 
1972 Census of Paraguay. This method involves 
sampling migrants on the basis of where they are 
at the time of the PES interview. In Paraguay, 
two samples of approximately equal size were used 
in the 1972 PES, one asking about people in the 
sample segment on the census date and the other 
asking about people in the sample segment at the 
time of the PES interview. The second sample 
gave nearly 4 times as many migrants (people who 
moved into sample segments) as the number of mi- 
grants-Uéople who moved out of sample segments) 
given by the first sample, although the number of 
nonmigrants was about the same (only 7% differ- 
ence) for the two samples. 

While basing the sampling of migrants on their 
residence at the time of the PES will improve 
the reporting of migrants and thus reduce the 
correlation bias due to migrants, it considerably 
increases the difficulties (and the errors) in 

matching the migrants to the Census. That is, 
in order to search for a migrant in the Census 
files, it is necessary to have his address at 
the time of the Census, with the kind of preci- 
sion and detail that permits an accurate deter- 
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mination of the enumeration area (EA) in which 
he should have been enumerated. While people 
will usually know their former addresses, they 
frequently cannot furnish the kind of address 
information needed to determine the EA. 

The other method of reducing correlation bias due 
to the migrants is to reduce the number of mi- 
grants. This can be done by reducing the time 
lag between the Census and the PES. This is the 
method adopted for Liberia, where the time lag 
between the Liberian census date and the PES 
enumeration was set at fifteen days. This period 
was long enough to allow the census enumerators 
to canvass and clear their areas and yet, was 
short enough to limit opportunities for migra- 
tions, births, and deaths to occur. The PES 
asked whether anyone listed on the questionnaire 
was born after the national census day and elim- 
inated such persons from the tabulations. No such 
accommodation was considered necessary for deaths, 
since the rarity of this event in a ten to fifteen 
day period would make errors from this source 
negligible. However, it should be pointed out 
that, if the period between the Census and the 
PES is longer, a specific question on deaths may 
be needed. It should also be pointed out that 
the short time period increases the danger of 
overlapping the two enumeration systems in the 
field if strict precautions are not taken. 

Use of One -Way Matching 

A second problem is control of the geographic out - 
of -scope errors, which occur at the boundaries of 
sample evaluation areas. These errors can be 

particularly troublesome in heavily populated 
urban centers where no easily identified natural 
or man -made boundaries exist. In these areas, it 

is relatively easy for a census or PES enumerator 
to erroneously extend his canvassing area beyond 
the limits of the designated sample area. Be- 

cause the Liberian system is based on maintaining 
strict independence between the Census and the 
PES, it is not desirable to use information ob- 

tained during the actual Census enumeration to 

help locate the EA boundaries. To minimize the 
effect of boundary errors, the Liberian PES used 
"one -way matching ", with a provision for search- 
ing for cases in adjoining EA's where the possi- 
bility of boundary errors existed. 

One -way matching was used in Liberia primarily be- 

cause of its relative simplicity and economy. 
The technique is most effectively employed in 

circumstances where one of the two data sources 

has records covering the entire population. With 

one -way matching, it is only necessary to deter- 

mine the exact matching status of each report for 

one of the two record systems (the one with data 
for a sample only). As implemented in the Li- 

berian Post Enumeration Survey, the PES records 

were compared to the census records and each 

person was categorized as "found" (or "matched ") 

or "not found" in the census listings. 

After the initial matching within the sample EA, 
the unmatched PES cases were searched for in ad- 
jacent EA's. For the PES cases that were matched 
in an adjacent EA, an attempt was made to deter- 



mine whether the error was made by the Census or 
the PES. However, the determination of whether 
the error was made by the Census or the PES was 
not very successful. In most cases, an accep- 
table determination of the correct EA boundaries 
requires a further field visit and it was not 
felt that the expense of such a visit was war- 
ranted since the number of cases involved was 
small. 

A major purpose of a field reconciliation is to 

determine whether any of the PES cases, matched 
or unmatched, should not have been included 
either because the person was not supposed to be 
enumerated in the Census or because the person 
was a nonsample case who should have been enu- 
merated outside the sample EA boundaries. Ac- 

tually, since the only purpose of the PES is to 

determine the estimate of the proportion of the 
population enumerated in the Census, the bias 
due to a few cases erroneously included in the 
PES sample is minor, provided the same treatment 
is given to unmatched as to matched cases. Of 
course, there will be a bias if the cases near 
an EA boundary do not have exactly the same Cen- 
sus omission rate as those in the interior of an 
EA. In general, cases near an EA boundary will 
have a somewhat higher census omission rate and, 
also, a somewhat higher census duplication rate. 

However, both the difference and the number of 
cases involved will be small (unless the census 
maps and procedures are totally inadequate) and 
the bias will be trivial. The important thing 
is to extend the search for PES cases near an EA 
boundary to the adjacent EA's, so that no PES 

case will be called unmatched because the census 
or PES enumerator (or both) made a mistake in 
locating the EA boundary. It would, of course, 
be desirable to search all boundary cases, 
matched or unmatched, in the adjacent EA's to 
check on duplicate census enumerations. However, 
such duplication is rare in practice and the bias 
is minor of not searching adjacent EA's for cases 

matched within the sample EA. 

PES RESULTS 

The PES estimates of census completeness by age 
and sex appear in Table 1. Overall, the 1974 
Liberian Census appears to have achieved about 
90% coverage. The figures for particular age - 
sex cells are subject to fairly high variances 
(and, possibly, to biases in the reporting of 

age). However, the overall pattern represents 
more than variance and shows interesting dif- 
ferences from the underenumeration pattern 
typical of more industrialized countries. Thus, 

there is little or no overall difference between 

males and females in completeness of coverage 
for the 1974 Liberian Census. On the other hand, 

the United States censuses show better coverage 

of women than men largely due to the poorer enu- 

meration of men in the age range 15 to 45, which 

also seems to hold for Liberia. For Liberia, the 

higher coverage of females 14 to 45 is balanced 

by the lower coverage for females under 10 and 
45+ which does not obtain for the U. S. In fact, 

U. S. coverage of females under 10 and also of 
females 65 and over tends to be better than the 

coverage of males in the corresponding age 
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groups. In the U. S. 1970 Census, the coverage 
of males dropped for ages 20 -24 and remained low 
up to age 45 but no such decline appears for U. 
S. females ages 20 to 44. In Liberia the cover- 
age of both sexes seems to drop off at ages 15 to 
19 but then improves for ages 20 to 24 and con- 
tinues to improve for males up to age 60 and for 
females up to age 45. 

Some Defects of the Liberian PES 

A key feature of the Liberian PES system is com- 
pleting the PES field work within a short in- 

terval after the Census date. This is also a key 

weakness of the system. 

Having a very short interval between the Census 
and the PES eliminates many of the very serious 
problems associated with substantial migration 
between the Census date and the PES date. It 

makes it possible to keep the PES costs down to 
relatively low levels and also to utilize in the 
PES a good part of the field and administrative 
structure set up on a temporary basis for the 
Census. On the other hand, it imposes certain 
requirements which may be serious handicaps. One 

of these is the difficulty of maintaining inde- 
pendence and administrative control between the 
Census and PES. As noted above, special instruc- 
tions were issued that a PES enumerator not be 
told the location of his assignment until all of 

the Census enumeration for the evaluation area 

was complete and the Census schedules for the EA 
were in the hands of the regional supervisor. In 

spite of this precaution, there was a coincidence 
between Census and PES reports for two of the 

thirty -two sample EA's which could not possibly 
have occurred without someone altering either the 
Census returns to accord with the PES results or 
vice versa. 

The fact that this contamination affected only 6% 

of the Liberian PES sample reflects the great 

efforts which were made to preserve independence 

while adhering to an extremely tight time sched- 

ule. With adequate planning and supervision, 
five days is sufficient time for completing a 
Census in 80% or more of the EA's of almost any 

country. Unfortunately, there are delays and 

slip -ups that will affect a minority of EA's in 

almost any country. An enumerator may have mis- 

understood his map (with or without the "help" of 

ambiguous boundaries) and failed to enumerate a 

whole section of his EA; or an entire EA or group 

of EA's may not have been assigned for enumeration; 
and these errors might not be detected until pre- 

liminary count figures are announced and com- 

plaints from local areas start pouring (or drib- 

bling) in. 

A short time interval between Census and PES im- 

poses other restraints. The sample areas must be 

selected well before the Census, possibly before 

the work of setting up the Census EA's has been 

completed. (Note: There are always areas where 

some of the initial EA's are too big and must be 

split up and other areas where combinations of 

some small EA's are desirable). Once selected, 

the sample EA's must be kept confidential until 

the Census work in those EA's has been completed. 



Also, the short time interval usually means that 
the PES schedules and procedures cannot be tested 
and revised under actual census conditions. This 
is likely to be particularly harmful with respect 
to the matching procedures. Most countries have 
some experience with other Census and PES opera- 
tions. If not, it is possible to draw on ex- 
periences of other countries with similar condi- 
tions (e.g., in collecting and coding data on 
occupation and industry) or to dispense with or 
simplify the operation. Most developing coun- 
tries (and not a few statistically advanced 
countries) have no directly applicable experience 
with modern matching methods. The matching oper- 
ation is indispensable to a PES and simplifica- 
tion can pose very serious dangers of matching 
errors which raise questions about the validity 
of the entire PES. There were, in fact, serious 
defects in the design of the Liberian PES match- 
ing. In trying to keep the PES procedure simple 
and the questionnaire short, some information 
very useful for matching was omitted, notably 
relationships and alternative names. Both of 
these items are fairly easy to obtain and add 
only trivially to the total interview time. 
"Relationship" will be useful for matching in al- 
most any culture (particularly those where most 
of the names are common ones and it is necessary 
to distinguish the Ali bin Muhammed who is 

Muhammed bin Muhammed's younger brother from the 
one who is his son). The need for alternative 
given names is culturally limited; and the fact 
that they may not be needed in the United States 
does not mean that they will not be needed in 
Liberia. 

One problem of the Liberian PES system is par- 

ticularly acute for de facto censuses. Providing 
for a short time interval between PES and Census 
is not satisfactory for dealing with the "float- 
ing population "- -i.e., persons with no usual 
residence any place. In de jure censuses, such 
persons are to be enumerated on a de facto basis 
--i.e., where they happen to be staying on the 
census date. Even with a PES taken two weeks 
after the census date (as in Liberia), the prob- 
ability is small of finding persons with no 
usual place of residence where they were on the 
census date. 

Conclusion 

The Liberian system is no panacea. When the 

final 1974 census results become available, all 

the available methods of demographic analysis 
will be required to refine and improve the cover- 

age estimates derived from dual system estimation. 
Comparisons with previous census and survey re- 

sults will be necessary to fully evaluate the 
complete census coverage picture. 

Moreover, as indicated above, the system itself 
has several deficiencies. Nevertheless, with 
some minor modifications, such as the provision 
of additional matching information or a small 
extension in the time period between Census and 
PES (e.g., 30 days instead of 15), the Liberian 

PES system is applicable to and effective for 
countries which do a de jure Census with a very 

short Census enumeration period and also to 
countries with a de facto census where the matter 
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of temporary sojourners in a location is minor 
(usually countries which are primarily rural and 
nonindustrial). 

Where a country does a de facto census and has a 

substantial number of temporary "sojourners" (or 
persons with no usual place of residence) or 
where a short time interval between PES and Census 
is not feasible, one should consider the use of a 
PES sample based on where the individual is at 
the time of the PES. This requires determining 
for migrants the location on the Census date and 
doing the matching search at that location. While 
this kind of matching can be difficult and expen- 
sive, methods for simplifying the procedures and 
improving the results are being explored and may 
provide an answer in the near future. 

We can be certain that there will continue to be 
problems of evaluating Census coverage, no matter 
which methods are used, and whether they involve 
a PES or other dual system estimation or do not. 
However, the need for methods of more adequate 
census evaluation and correction is painfully 
evident for many developing countries where recent 
censuses have been so inconsistent with all the 
known demographic facts as to be completely un- 
acceptable. 

No one method of census evaluation and correction 
has a complete answer. However, the post- enumera- 
tion survey is a powerful technique which should 
not be ignored or avoided. It is hoped that the 
simplicity and economy of the dual estimation 
system used in Liberia will help remove the post - 
enumeration survey from the luxury item list in 

census evaluation and place this important tool 
within reach of all census planners. It is at 

least a starting point from which census planners 
can go on to more sophisticated and more powerful 
(but not necessarily, more expensive) tools. 
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Footnotes 

1.There can, in theory, be indirect negative cor- 

relation, in which individuals with a high 

probability of being reported in the Census 
have a low probability of being picked up in a 

PES and vice versa, but no actual instances of 

this have been noted to date. 

2.Precise dating of "events" such as births, deaths 

and migrations is a major problem of vital 



statistics measurement. It was, for example, 
the major reason for the development of tech- 
niques for estimating fertility which use "chil- 
dren ever born" (regardless of date) rather than 
children born during the past year. 
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Table 1: Estimated Completeness of the Census 

by Age and Sex; Liberia, 1974 

Age Groups 
Both 
Sexes Male Female 

All ages 89.0 89.2 88.8 

Under 5 years 86.1 88.0 84.0 

5 - 9 years 88.3 88.8 87.8 

10 - 14 years 89.0 88.7 89.4 

15 - 19 years 84.6 83.8 85.4 

20 - 24 years 88.2 86.7 89.2 

25 - 29 years 90.2 88.8 91.3 

30 - 34 years 90.2 89.1 91.0 

35 - 39 years 90.9 89.8 91.8 

40 - 44 years 92.8 92.3 93.5 

45 - 49 years 91.4 92.4 90.2 

50 - 54 years 92.7 93.8 91.0 

55 - 59 years 93.9 95.7 91.5 

60 - 64 years 89.7 92.5 85.4 

65 years & over 92.3 93.1 91.1 

Standard errors are as follows: 

Both sexes, all ages - 1.5% 

Male, all ages - 2.2% 

Female, all ages - 2.4% 
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OPTIMUM RECALL PERIODS FOR ESTIMATING ACCIDENTAL INJURIES IN THE NATIONAL HEALTH INTERVIEW SURVEY 

James T. Massey and Joe Fred Gonzalez, Jr., National Center for Health Statistics 

Introduction 

In 1975 the Health Interview Survey (HIS) in 

collaboration with the Consumer Product Safety 
Commission added an accident supplement to the 
HIS questionnaire in order to collect more de- 
tailed information about accidental injuries. 

The HIS estimates are based on information collec- 
ted in a nationwide sample of about 120,000 

persons in 40,000 interviewed households. The 

sampling plan of the survey follows a multi -stage 
probability design which permits a continuous 
sampling of the civilian, non -institutionalized 
population of the United States. A detailed 
description of the HIS sample design can be found 
in (1). For acute conditions (includes accidental 

injuries) HIS usually uses a two -week recall 
period. The magnitude of the variances using a 

two -week recall period, however, limits the amount 
of detail that can be published. 

Because of the detailed information desired for 
accidental injuries, it was decided that a longer 
recall period should be used if at all possible. 
Although it has been shown in previous recall 
studies (2 -4) that large memory biases result when 
long recall periods are used, a six -month recall 
period was adopted with the stipulation that an 
analysis would be performed after the data were 
collected to determine the optimum recall period(s) 
to use for the final analysis. An accident or 
injury is counted in the HIS if it was medically 
attended or activity restricting for as much as a 
day. This paper will discuss the methodology and 
results used to determine the optimum recall 
period(s) for accidental injury data in the HIS. 

Methods and Procedures 

Annual estimates of accidental injuries based on 
recall periods of 1, 2, 4, 8, 13, 16, 20, and 26 

weeks were computed. For each different recall 
period, annual estimates were obtained by infla- 
ting the number of accidents and injuries reported 
in the sample by the reciprocal of the respondent's 
probability of selection into the national HIS 
sample and by the ratio of a year (52 weeks) to 

the length of the recall period. The basic HIS 
estimator that was used contains several other 
adjustments and is described in (5). 

A mean square error (MSE) criterion was selected 
to compare the annual estimates of accidental 
injuries for 5 of the 8 recall periods. The mean 
square error of an estimate X is defined as 

MSE (X) = VAR (X) + [BIAS (X)]2. 

The variance component of the MSE(X) was estimated 
for each recall period using the balanced half - 
sample replication technique developed by McCarthy 
(6). The bias for a given recall period is given 
by E(X) -p, where p is the "true" annual number of 
accidents or injuries for the total population and 
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E(X) is the expected number of accidents or in- 
juries that will be reported for a given recall 

period. 

The estimator used by NCHS is nearly unbiased con- 
ceptually and the bias estimated above is a memory 
or under- reporting bias. In general, one would 
expect the recall bias to increase as the length 
of the recall period increases while the variance 
decreases for lengthening recall periods since the 
longer recall periods provide a larger sample of 
accidents. The optimum recall period is the 
reference period which yields the smallest mean 
square error. The optimum recall period may not 
be the same for all statistics, but hopefully a 
period can be chosen which is optimum or nearly 
optimum for all accident and injury statistics. 

In most studies of mean square errors an indepen- 
dent assessment is made to determine the value of 
the parameter p (i.e., record check studies). 
Since the only available data for our study were 
sample data, the value of p had to be either 
approximated or assumed. The sample results were 
also used to estimate E(X). This was accomplished 
for each statistic by plotting the estimated 
annual number of accidents and injuries associated 
with each recall period and fitting a model to the 
data. The following three models were tested 
(models 1 and 3 were suggested by Simmons (3)). 

Model 1. y = aé +e 

Model 2. y ae 

Model 3. y a +bx+cx2 +e 

Since independent estimates of the variance for 

each of the statistics were available, the first 
two models were compared using both weighted and 
unweighted data. Although the estimates for each 
of the recall periods for a given statistic are 
clearly not independent, the covariances were not 
approximated for the variance -covariance matrix 
in the evaluation of the models. 

The goodness of fit (GOF) criterion used to eval- 
uate the models is given by 

n (Yi -Yi) 2 
GOF Index = 

i =1 

where 

n = number of recall periods 
Yi = observed value for ith recall period 
Y4 = predicted value for ith recall period 

= estimated sampling variance of Yi. 

The method of least squares was used to estimate 
the coefficients for each of the models and the 
number of observations n was either 5 or 6, since 
variances were not computed for all 8 recall 

periods. Even though the observations for a given 



accident statistic are not independent and the 
distribution of the GOF Index is unknown, the in- 
dex still provides a means of comparing the rela- 
tive fit of the models. Once a satisfactory model 
had been obtained the predicted points along the 
curve were used to represent the expected number 
of accidents or injuries for the different recall 
periods. If one assumes that there is very little 
memory bias associated with recall periods of two 
weeks or less, any one of three points along the 
fitted curve can be used to approximate the 

y- intercept, the one -week value, or the two -week 
value. Each of the values has a different appeal 
and the one -week value on the curve was arbitrari- 
ly chosen to represent the parameter p. All of 
the biases were then obtained by subtracting the 
points along the fitted curve (for any recall 
period) from the one -week value. The use of one 
value as the parameter is an over -simplification 
since each recall period covers a slightly 
different accident population for the 1975 collec- 
tion year. It is highly unlikely, however, that 
the parameter changes to any significant degree 
from one recall period to another and the use of 
a single value should not affect any of the con- 
clusions. Thus, by squaring the bias and adding 
the variance, an estimated MSE was obtained. The 
MSE's were then divided by µ2 to obtain a relative 
MSE for interpretive purposes. 

Results 

Annual estimates were computed for 23 types of 
accidents for the 8 different recall periods and 
for 5 types of injuries by age and recall periods. 
Estimates were also obtained for a number of sub - 
populations along with variances for 5 or 6 recall 
periods. For most of the statistics estimated an 
unexpected result occurred; the estimate based on 
a one -week recall period was smaller than the 

estimate based on a two -week recall period. Fur- 

ther investigation revealed several possible 
reasons for this unexpected behavior. The first 
and foremost involves the definition of an acci- 
dent. Accidents are counted in the HIS survey 
only if they receive medical attention and /or 
cause some activity restriction for at least one 

day. It was discovered that all of the accidents 
that occurred during the reference period,but 
received medical attention or reduced activity 
after the reference period (usually during inter- 
view week), were not counted in the HIS tally. This 

problem is most severe for the weekend just prior 
to the interview week, which begins officially at 
midnight on Sunday. Thus, while the one -week 
estimate is affected the most, the estimates for 

the other recall periods are also affected. There 

is also apparently some "telescoping" into the 
standard HIS two -week reference period which tends 
to offset the bias just discussed. Here, tele- 

scoping refers to the situation where accidents 
that occur more than two weeks ago are reported 
as occurring in the two -week reference period. 
For most types of accidents the estimate based on 
a one -week recall period was approximately 5 per- 

cent less than the estimate based on a two -week 
recall period. Further research by NCHS is planned 
in this area. 

Figure 1 shows the annual estimate of total persons 
injured as a percent of the estimate based on a 
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one -week recall period by type of accident and 
recall period. Two conclusions can be immediately 
drawn from the curves shown in Figure 1. The 
first is the continuous underestimation of total 
persons injured as the recall period becomes 
longer. The estimate of total persons injured 
using a six -month (26 weeks) recall period is only 
about 60 percent of the estimate based on a one - 
week recall period. The second conclusion that 
can be drawn from Figure 1 is the relationship 
between memory bias and the type of accident --the 
more severe the type of accident, the smaller the 
memory bias. For example, the estimate of persons 
injured in motor vehicle accidents is 25 percent 
less for the six -month recall period than for the 
one -week recall period, while the drop -off for 
persons injured by one -time lifting or exertion 
is nearly 50 percent. The relationship between 
the severity of injury and memory bias can be seen 
even clearer by examining Figure 2. Figure 2 

presents the annual estimate of injuries as a 
percent of the estimate based on a one -week recall 

"-... '. 
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Figure 1. Annual Estimate of Total Persons 

Injured as a Percent of the Estimated Based on 
a One -Week Recall Period by Type of Accident 
and Recall Period. 
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Ligure 2. Annual Estimate of Injuries as a 
Percent of the Estimate Based on a One -Week 
Recall Period by Type of Injury and Recall 
Period. 



period by type of injury and recall period. As 
the reference period extends to six months the 
estimate for open wounds and lacerations falls off 
by 25 percent, whereas the estimate for contusions 
and superficial injuries falls off by nearly 50 
percent. Figure 2 also shows a significant drop 
in the estimates of injuries for the shorter recall 
periods. Figures 1 and 2 present a representative 
sample of the types of accidents and injuries 
studied. 

Figure 3 is similar to Figure 2 except that curves 
are shown for age groups rather than types of 
injuries. The estimate of total number of in- 
juries for persons under 6 using a six -month 
recall period was less than 50 percent of the 
estimate based on a one -week recall period. The 
age group with the next worst drop -off was the 6- 
16 year olds, while the age group with the smallest 
drop -off was the 17 -24 year olds. A partial 
explanation seems to be the difference in the 
reporting of accidents and injuries by self- respon- 
dents versus the reporting by proxy respondents 
(in the HIS survey persons under 17 cannot respond 
for themselves). The 1974 HIS accident data seem 
to substantiate this finding by showing that the 
rate of injury for self- respondents is always 
greater than the rate of injury for proxy respon- 
dents, with the exception of the 65+ age group. 
One would also expect the fall -off curve for 
females to be less pronounced than the fall -off 
curve for males, since housewives often respond 
for their husbands. This, however, was not true 
for the accident data and no general conclusions 
can be drawn without further study. 
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Figure 3. Annual Estimate of Injuries as a 
Percent of the Estimate Based on a One-Week 
Recall Period by Age and Recall Period. 
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The estimates shown in Figures 1 -3 based on a one - 
week recall period are adjusted estimates (except 
for falls). As mentioned in the previous section, 
the estimate based on a one -week recall period was 
almost always less than the estimate based on a 
two -week recall period. The adjusted one -week 
estimates were obtained by approximating annual 
totals using the second week prior to the inter- 
view week rather than the first week prior to the 
interview week. The annual estimate based on a 
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two -week recall period was doubled and then the 
estimate based on a one -week recall period was 
subtracted from it. The three models given in 
the previous section were tested for some 15 
selected decay curves and the results are shown in 
Table 1. Although no one model was best for all 
15 curves, the polynomial model y =a +bx +cx2 pro- 
vided a good fit for most of the curves and was 
chosen to estimate E(X) for each recall period 
and to generate the one -week value for )1. 

Table 1. Comparison of Goodness of Fit Index 
for Accidental Injury Models 

Type of Accident 

Injury 

Model 

bx2 

(Weighted) (Weighted) (Uuweighted) (Unweighted) 

Total Accidents, All ages 102.29 29.49 33.85 12.84 
Ages 45 -54 11.66 2.86 . 2.88 2.14 
75+ Females 1.42 .35 .35 .47 

Unemployed .87 1.43 1.49 .95 

Ages 25 -34, $3000 -$5000 
Income .90 .64 .79 .72 

Moving Motor Vehicle 3.49 .86 .95 .79 

Cutting or Piercing 18.89 6.58 7.35 2.51 

Instrument 
Falls 8.11 2.89 3.81 1.69 

Struck by Moving Object 4.14 .94 1.05 .48 

Lifting or Exertion 7.42 1.24 1.48 1.51 

Total Injuries NC* 15.39 NC 15.63 
Fractures and Dislocations NC 1.19 NC .90 

Sprains NC 3.79 NC 4.76 

Lacerations NC 3.86 NC 4.38 

Contusions and Superficial NC 5.86 NC 7.38 

Injuries 

*Not computed 

The results of the MSE analysis are shown in 
Tables 2 and 3 for selected types of accidents 
and injuries, respectively. The estimate of the 

number of persons injured or the number of in- 
juries are shown for 5 recall periods along with 
the relative squared bias, the relative variance 
and the relative mean square error. The relative 
squared bias and relative variance components are 
additive and can be compared to one another to 
assess their contribution to the relative MSE. 

For the eleven types of accidents and injuries 
shown, the 2 -week recall period was optimum 
(smallest relative MSE) in 7 of the 11 cases and 
the 4 -week recall period was optimum for the re- 
maining cases. Similar analysis for certain sub - 
domains of the population was conducted and the 
results indicated that either the 2 or 4 -week 
recall period was optimum in almost all cases. 
In general, the relative bias remained about the 
same for the subdomains while the relative variance 
increased. Thus, as the subdomain becomes smaller 
the more likely a longer recall period will become 
optimum. The squared bias for recall periods 

longer than 4 weeks was so large relative to the 

variance, however, that the optimum recall period 
was longer than 4 weeks in only one case. 

Conclusions 

The major conclusion drawn from this analysis is 

that the optimum recall period for collecting and 
analyzing accidental injury data is either a 2- 

week or 4 -week period depending on the detail of 

the analysis. The memory bias for longer recall 
periods is quite large and totally unacceptable 

by NCHS standards. The study revealed several 
possible biases associated with the standard 2- 
week recall period used by HIS and additional 
research is planned. This study does provide addi- 

t ¡onal evidence, however, that the 2 -week reference 



Table 2. Components of the Relative Mean Square Error of the Annual Number of Persons Injured 
by Type of Accident and Recall Period 

Type of Accident 
Recall Period 

2 weeks 4 weeks 8 weeks 13 weeks 26 weeks 

TOTAL ACCIDENTS 
Estimate (in thousands) 67,812 61,199 55,161 50,716 43,129 
Rel -Bias2 ( .086 .707 3.160 7.043 11.541 
Rel -Var ( %) .086 .036 .019 .013 .006 

Rel -MSE ( %) .172 .743 3.179 7.056 11.547 

MOVING MOTOR VEHICLE 
Estimate (in thousands) 4,859 4,604 4,381 4,232 3,709 
Rel -Bias2 .023 .191 .897 2.153 4.894 
Rel -Var (Y) .966 .392 .303 .156 .056 

Rel -MSE ( %) .989 .583 1.200 2.309 4.950 
CUTTING OR PIERCING 
INSTRUMENT 
Estimate (in thousands) 5,585 4,748 4,329 3,910 3,364 
Rel -Bias2 ( .119 .971 4.268 9.243 13.094 
Rel -Var (%) .980 .395 .180 .091 .049 

Rel -MSE ( %) 1.099 1.366 4.448 9.334 13.143 
FALLS 

Estimate (in thousands) 4,919 4,434 4,059 3,822 3,468 
Rel -Bias2 .064 .520 2.289 4.971 7.135 
Rel -Var ( %) 1.339 .345 .176 .109 .051 

Rel -MSE ( %) 1.403 .865 2.465 5.080 7.186 
STRUCK BY MOVING OBJECT 

Estimate (in thousands) 4,204 3,909 3,744 3,381 2,987 
Rel-BiasZ ( %) .042 .351 1.614 3.753 7.470 

Rel -Var (%) 1.410 .646 .335 .175 .092 

Rel -MSE ( %) 1.452 .997 1.949 3.928 7.562 

LIFTING OR EXERTION 
Estimate (in thousands) 5,444 5,245 4,638 4,327 3,534 

Rel -Bias2 (%) .057 .480 2.236 5.300 11.438 

Rel -Var ( %) .822 .413 .177 .115 .044 

Rel -MSE ( %) .879 .893 2.413 5.415 11.482 

Table 3. Components of the Relative Mean Square Error of the Annual Estimate of Injuries 

by Type of Injury and Recall Period 

Type of Injury 
Recall Period 

2 Weeks 4 Weeks 8 Weeks 13 Weeks 26 Weeks 

TOTAL INJURIES 
Estimate (in thousands) 71,844 65,418 59,219 54,544 46,481 

Rel -Bias2 .080 .667 3.091 7.286 15.359 

Rel -Var ( %) .084 .034 .019 .013 .006 

Rel -MSE ( %) .164 .701 3.110 7.299 15.365 

FRACTURES AND DISLOCATIONS 
Estimate (in thousands) 7,130 7,133 6,750 6,264 5,884 

Rel -Bias2 .020 .167 .794 1.946 4.804 

Rel -Var (Z) .703 .281 .136 .097 .043 

Rel -MSE ( %) .723 .448 .930 2.043 4.847 

SPRAINS 
Estimate (in thousands) 16,482 14,820 13,661 12,672 10,847 

Rel -Bias2 .071 .596 2.770 6.550 14.001 

Rel -Var ( %) .363 .112 .058 .045 .021 

Rel -MSE (%) .434 .708 2.828 6.595 14.022 

LACERATIONS 
Estimate (in thousands) 19,606 17,673 16,181 15,157 12,992 

Rel -Bias2 .071 .591 2.740 6.460 13.603 

Rel -Var ( %) .338 .150 .070 .044 .022 

Rel -MSE ( %) .409 .741 2.810 6.504 13.625 

CONTUSIONS AND SUPERFICIAL 
INJURIES 
Estimate (in thousands) 13,659 12,393 10,657 9,634 7,635 

Rel -Bias2 .122 1.020 4.746 11.238 24.146 

Rel -Var ( %) .368 .163 .066 .037 .020 

Rel -MSE ( %) .490 1.183 4.812 11.275 24.166 
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period used to collect information on acute condi- 
tions in the HIS survey is close to optimum. A 
final check that was made to help determine the 
validity of the results obtained in this study was 
a comparison of the MSE's for motor vehicle acci- 
dents with the MSE's obtained in a previous NCHS 
study (4). The comparisons were quite favorable 
for all comparable recall periods. 
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SEX DISCRIMINATION IN FACULTY SALARIES: 
A METHOD FOR DETECTION AND CORRECTION 

George P. McCabe, Jr. and Virgil L. Anderson 
Purdue University 

1. INTRODUCTION 

In addition to Federal law, common sense 

demands that persons having the same qualifica- 
tions and performing the same work be paid the 
same salary. However, evidence of substantial 
sex discrimination in faculty salaries has been 
documented ([1], [2], [3], [6]). Using data 
from 78 universities, 168 four -year colleges and 
57 two -year colleges, Darland, Dawkins, Lovasich, 

Scott, Sherman and Whipple [6] estimate that fe- 
male faculty members are underpaid by an average 
of approximately $1500 annually. 

Assuming that some sex discrimination does 
exist in a university, how can the administrators 
responsible for setting salaries best identify 
those discriminated against and remedy the situ- 
ation? In some cases, detailed pay scales with 
precise formulas for salary determination may be 
feasible. However, factors such as differential 
marketability for various fields and quality of 
teaching, research and service should be taken 
into account in an institution attempting to at- 
tract and retain faculty members of the highest 
caliber. The methods presented in this paper 
provide a means for generating salary information 
which can be used by administrators to diagnose 
and correct instances of sex discrimination in 

salaries. It should be kept in mind that our 
purpose is not to develop a computer program for 

determining salaries but rather to provide infor- 
mation to decision makers so that they can more 
effectively deal with this difficult problem. We 

acknowledge the Office of Civil Rights of the De- 
partment of Health, Education, and Welfare, which 

through a letter to the Purdue University admin- 
istration, provided the impetus and a certain de- 
gree of urgency in the development of these meth- 

ods. 

2. POPULATION 

There are no random samples considered in 
this paper. The population of interest is as- 
sumed to be the faculty of a large university. 
This population would be considered a sample of 
faculties from similar universities if inferences 
are desired. The basic unit for job classifica- 
tion is the department -rank. Since our primary 
purpose is to study sex discrimination, only in- 
dividuals in department -rank combinations having 
both male and female faculty members are consid- 
ered. Thus, if the full professors in one de- 

partment are all female while those in another 
are all male, these individuals are excluded from 

the study. For such individuals, it is impossi- 

ble to distinguish between sex discrimination and 

salary differences due to differential market 
conditions for the departments in question. It 

should be noted that a substantial number of in- 

dividuals may be excluded as a result of this 
criterion. Of course, it cannot be asserted that 
no discrimination is present in this excluded 
group. The proposed methodology, however, is in- 
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adequate for detecting such cases. 
In addition to the above, deans, department 

heads, distinguished professors, lecturers, in- 

structors and various types of visiting and tem- 
porary faculty are also excluded. Salaries of 
such individuals can usually be examined by com- 
parison with the respective group means. 

In summary, the methods to be presented in 

the next sections are appropriate for studying 
salaries of assistant, associate and full profes- 
sors having a peer of the opposite sex in the 
same department -rank. 

3. METHODOLOGY 

For each of the three ranks, a regression 
equation for predicting monthly salary is compu- 
ted. Variables used as predictors are: D- depart- 
mental designators, V -vita variables, A- articles, 
books and consulting and Q- questionnaire varia- 
bles. 

(D) Departmental designators are dummy var- 
iables indicating the department to which the in- 
dividual is assigned. For joint appointments, 
the department which pays the largest percentage 
of the individual's salary is used. 

(V) Vita variables include: a dummy varia- 
ble indicating whether or not a doctorate is held, 
number of years in current rank, age, year high- 
est degree completed, year hired, a dummy varia- 
ble indicating an academic year or fiscal year 
employee, and a dummy variable indicating whether 
or not the individual is tenured (used for assis- 
tant professors only.) To account for some non- 
linear effects of years in rank and age, quadra- 
tic terms for these variables are also included. 

(A) "Articles" is the total number of arti- 
cles published, truncated at 50. "Books" is the 
total number of books published, truncated at 5. 

"Consulting" is a dummy variable indicating whe- 
ther or not the individual has engaged in outside 
consulting. 

(Q) Questionnaire variables are obtained by 
compiling the results of questionnaires sent to 
departmental promotion committees (usually these 
consist of all full professors in the department.) 
Each faculty member studied is rated by all pro- 
motion committee members on teaching, research, 

service, marketability and overall. A seven point 

scale is used with a "no opportunity to observe" 
option available. Valid responses are averaged 
to obtain a score on each of these variables for 
each individual. Missing values are replaced by 
departmental averages except in the case of the 

marketability question. For a person about to 
retire, the lowest score is given. This proce- 
dure is consistent with cases where valid data 
was available for such individuals. 

4. FORMAT AND USE OF RESULTS 

The regression equations described in the 



previous section are used to compute residuals. 
Through a careful inspection of these residuals, 
administrators can pinpoint cases of possible 
discrimination. In addition, general patterns 
can be discerned and a measure of the earnings 
differential can be calculated. 

For each department an ordered list of re- 
siduals is provided. By examining the relative 
positions of males and females in the list, a- 
long with the magnitude of the residuals, dis- 
crepancies can be detected. Of course, other 

factors not included in the regression equations 
contribute to the determination of salaries. The 
size of the residuals is an indication of the im- 
portance of these other factors. Clearly, sala- 
ries of all (female and male) individuals with 
large negative residuals should be carefully re- 
viewed. Unusual patterns also indicate the need 
for further study of the salaries involved. In 

many cases, this procedure will uncover bad data 
or misclassified individuals. Such errors are 
then corrected and the equations recomputed. 

In addition to the residual lists, resid- 

uals are categorized in a 2 x S table by sex and 
magnitude for each rank. Boundary points for the 
magnitude categories are approximately 12% and 
±5% of the average salary for each rank. From 
these tables of observed frequencies, "expected" 
frequencies can be computed in the usual manner. 
Comparisons of expected and observed frequencies 
give an indication of the extent of possible dis- 
crimination. The tables and lists of residuals 
with a brief explanation of the methodology, are 
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transmitted to the University Equal Employment 
Opportunity Officer and the Provost. From these, 
deans and department heads receive lists of re- 

siduals for individuals in their schools and de- 
partments, respectively. 

The residual tables provide an overall pic- 
ture of the extent of possible sex discrimination. 
It is desirable, also, to summarize this informa- 
tion in a statistic which can be computed for 
each rank. Gastwirth [4], [5] has proposed the 
use of a measure, here denoted by G, based on the 
Wilcoxin test. Applied to the residuals, this 
statistic can be described as the probability that 
a randomly selected female residual is greater 
than or equal to a randomly selected male resid- 
ual. A value of .5 corresponds to "equality" 
while smaller values are indicative of salary dif- 
ferentials. A standard error is,easily calculated 
[5]. 

For institutions striving to improve the sit- 
uation regarding sex discrimination, values of G 
can be calculated yearly. Progress toward a non- 

discriminatory state can thus be monitored. 

5. EXAMPLE 

The procedures described above were applied 
to 1974 -75 salaries of Purdue University faculty. 
On the basis of these results, it was decided to 
drop the articles, books and consulting variables. 
We believe that the information sought from these 
variables is more validly measured by the Q var- 
iables. Regression equation statistics for mod- 
els using D, V and Q variables are presented in 
Table I. 

REGRESSION EQUATION STATISTICS 

YEAR RANK 
SAMPLE 
SIZE 

SQUARED 
MULTIPLE 

CORRELATION 

Assistant 255 .630 

1974 -75 Associate 131 .599 

Full 75 .634 

Assistant 245 .708 

1975 -76 Associate 185 .635 

Full 91 .776 

STANDARD 
DEVIATION 

COEFFICIENT 
($) OF VARIABILITY (%) 

101. 7.69 

136. 8.07 

273. 12.28 

101. 7.10 

141. 8.01 

220. 9.22 

Most of the increase in correlations from 1974 -75 
to 1975 -76 is probably due to correction of bad 
data. 

Values of the statistic G ranged from .39 

1.07 to .55 *.11 for the 1974 -75 data. Since the 
results of our analysis were not available until 

after the 1975 -76 salaries had been finalized, 
anticipated improvements should be observed in 
the 1976 -77 data which is currently being anal- 
yzed. 

The value ranges for the residual categories 
are given in Table II. ' 

Table II 

VALUE RANGES FOR RESIDUAL CATEGORIES 

RANK -2 -1 

Assistant < -75 -75, -30 -30, 
Associate < -100 -100, -40 -40, 

Full < -125 -125, -50 -50, 
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+1 +2 

+30 +30, +75 > +75 
+40 +40, +100 > +100 

+50 +50, +125 > +125 



Since the detailed results of this analysis are 

private, the residual tables for the full model 
are not presented. To illustrate the use of 
such tables, however, the tables for regression 

Table III 

equations using only D and V variables are given 
in Table III. Note that we do not recommend 
using residuals based on only these variables. 
The "expected" frequencies are in parenthesis. 

RANK SEX 

RESIDUAL TABLES FOR DV MODEL 
OBSERVED AND EXPECTED FREQUENCIES 

-2 -1 0 +1 +2 Total 

Full 

Male 
26 

(23) 

11 

(11) 

7 

(8) 

1 

(3) 

22 

(21) 

67 

Female 
2 

(3) 

1 

(1) 

2 

(1) 

2 

(0) 

1 

(2) 

8 

Total 28 12 9 3 23 75 

Associate 

Male 
23 

(24) 

14 

(17) 

9 

(28) 

19 

(19) 

25 

(22) 

110 

Female 
6 

(5) 

6 

(3) 

4 

(5) 

4 

(4) 

1 

(4) 

21 

Total 29 20 33 23 26 131 

Assistant 

Male 
24 

(32) 

39 

(39) 

64 

(60) 

32 

(25) 

27 

(30) 

186 

Female 
20 

(12) 

15 

(15) 

18 

(22) 

2 

(9) 

14 

(11) 

69 

Total 44 54 82 34 41 255 

If the results in Table III were based on the 
full equation, one would conclude that there is 

a problem with the assistant professors in the 
lower categories. In addition, the pattern for 
the associate professors deserves some attention. 

Further analysis proceeds with inspection 

of residual lists for each department -rank com- 
bination. In Table IV, residual lists are pre- 
sented. These particular lists do not correspond 
to any real data but have been constructed to 
illustrate the type of patterns that occur with 
real data. 

Table IV 

TYPICAL RESIDUAL LISTS 

Department -Rank 

1 2 3 4 5 

Sex Residual Sex Residual Sex Residual Sex Residual Sex Residual 

F -105 M -110 F -101 M -106 F -100 

M -37 -48 M -67 M -54 M -90 

-30 -24 M -19 M -34 M -73 

-25 -4 F 32 M 20 F -53 

6 M 3 M 36 M 26 M -49 

95 F 10 M 48 M 27 M -23 

M 95 M 22 M 72 M 53 M -7 

M 45 F 68 M -3 

M 106 F 15 

M 45 

M 57 

M 80 

F 99 

F 102 
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Note that in all cases, the residuals add up to 
zero (there may be some small round -off errors.) 
Departments 1 and 3 should be asked to provide 
an explanation for the apparently underpaid fe- 
males. In department 2, the pattern looks good 
while in department 4 some reverse discrimination 
may be present. The department 5 residuals, 
while not showing a particularly bad pattern, de- 
serve some review. 

We would like to point out that this metho- 
dology allows the administrators to look at all 

residuals, regardless of the sex of the individ- 
ual. 

6. CONCLUSIONS 
The effectiveness of the procedures de- 

scribed in this paper ultimately depends on the 
use of the results by university administrators. 
Clearly, a sincere effort on the part of these 
individuals is required. With such an effort, we 

believe that responsible administrators can ef- 
fectively use the data provided to diagnose and 
correct instances of sex discrimination in facul- 
ty salaries. 

The methods presented in this paper, while 
devised for detecting sex discrimination, can 
also be effectively used to pinpoint possible 
cases of salary inequities for all faculty 
members. 
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EFFECT OF USING A POVERTY DEFINITION BASED ON HOUSEHOLD INCOME 

John M. McNeil, Douglas K. Sater and Arno I. Winard 
Bureau of the Census 

This paper describes the impact on the poverty 
count of moving from a poverty definition based 
on family or individual income to one based on 
household income. 

The basic units in statistics on poverty are fam- 
ilies and unrelated individuals. A family is 
comprised of all related persons who share the 
same residence; unrelated individuals are those 
persons who do not live with a relative. An un- 
related individual may live alone, with a family, 
or with other unrelated individuals. 

Under the current definition, the poverty status 
of a person who lives with one or more relatives 
is determined by the income of that person plus 
the income of those relatives with whom he or she 
lives. The poverty status of an unrelated indi- 
vidual who is years of age or older is wholly 
determined by the income of that person (unrelated 
individuals under 14 years of age are excluded 
from the poverty universe). Under a definition 
based on household income, the poverty status of 
a person would be determined by the income of that 
person plus the income of any other persons with 
whom he or she lives. The change to a household - 
based concept would not affect the poverty status 
of persons tho live alone or persons who live only 
with relatives, but it would affect the poverty 
count among unrelated individuals who do not live 
alone and among family members who live in a resi- 
dence in which unrelated individuals are present. 

There are good reasons for choosing families and 
unrelated individuals as basic economic units. 
Families exist as economic entities by virtue of 
traditional and legal bonds. Bonds between unre- 
lated individuals who share a single residence 
are generally much weaker than familial bonds. 
This is so despite the fact that many unrelated 
individuals have strong ties to those with whom 
they live, e.g., unmarried coupleso live together 
and regard themselves as a single economic unit, 
and families who consider the unrelated individual 
living with them as part of the family for economic 
purposes. Yet, although the bond may be weaker, 
households made up of unrelated individuals enjoy 
most benefits of economies of scale that charac- 
terize the economic situation of families. These 
benefits include the utilization of a single shel- 
ter, and the purchase and preparation of food in 
quantities. 

Under the current definition, families and unre- 
lated individuals over 14 years of age are classi- 
fied as poor or non -poor by comparing their annual 
income with certain threshold measures. These 
threshold measures vary according to the size and 
composition of the family, the sex and age of the 
family head, and farm - nonfarm residence. For 
families, the poverty threshold increases as fam- 
ily size increases. An unrelated individual is a 
basic unit in himself, i.e., the size of the family 
is one. A household -based definition would simply 
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treat all household members as family members.'" 
As an example of the effect of a household -based 
definition, consider two households - household A 
and household B. Both are two person households 
containing one male and one female, but the per- 
sons in household A are related and the persons in 
household B are not. In 1974, the poverty thresh- 
old for the family in household A was $3,324. 
The poverty threshold for the male in household B 
was $2,658 and the poverty threshold for the female 
was $2,458. The combined poverty thresholds for 
the two persons in household B was more than 50 
percent higher than the poverty threshold for the 
two person family in household A. Under the cur- 
rent definition, of course, the income of one 
person in household B does not affect the poverty 
status of the other person, i.e., one person in 
household B could have a very high income and the 
other person could still be classified as poor. 

The poverty rate can be affected by changes in 
living arrangements and there have been signifi- 
cant changes in the pattern of living arrangements 
during the past few years. From 1970 to 1975, 
the number of households headed by a family member 
increased by only 8 percent while the number of 
single person households increased by nearly 30 
percent and the number of households comprised of 
two or more unrelated individuals increased by 
nearly 50 percent. This latter arrangement, 
however, still represents a rather small propor- 
tion of all households. In 1975 there were 55f 
million households headed by a family member, 
million single person households, and 1.6 million 
households comprised of two or more unrelated 
individuals. 

The effect on poverty counts of a change to a 
household -based definition is shown in tables 1 
and 2. Table 1 shows that, as of 1974, the number 
of persons in poverty would be reduced by about 
one and one -half million or by about 4 percent 
if the family -based definition were replaced by a 
household -based definition. The change in defi- 
nition would shift about one -half million family 
members and about one million unrelated individ- 
uals out of poverty. 

The one -half million family members who would be 
shifted out of poverty represent less than 3 per- 
cent of all family members who are currently poor, 
but the one million decline in the number of poor 
unrelated individuals represents a shift of about 
22 percent. 

Table 2 shows that 887,000 unrelated individuals 
lived with families in March 1975. While 433,000 
of these persons were counted as poor under the 
current definition, only 82,000 would be counted 
as poor under a household -based definition. The 

number of poor unrelated individuals who lived 
with one other unrelated individual would be re- 
duced from 670,000 to 228,000 and the number of 
poor persons living in households comprised of 



Table 1.- EFFECT OF USING A POVERTY DEFINITION BASED ON HOUSEHOLD INCOME ON 
THE ESTIMATED NUMBER OF PERSONS WHO WERE POOR IN 1974 

(Numbers in thousands) 

Characteristic 
Current 

definition 
Household -based 

definition 
Difference 

Total number of persons in poverty 24,260 22,678 1,584 

Total number of family members in poverty 19,440 18,919 521 

Total number of unrelated individuals in 
poverty 3,758 1,062 

Source: Special tabulation from March 1975 Current Population Survey. 

Note: The number of poor families with whom one or more unrelated individuals lived was 
estimated to be 213,000 under the current definition and 76,000 under a definition 
based on household income. The difference of 137,000 was multiplied by 3.8 (the 
average size of poor families) to obtain the estimate of 521,000 family members who 
would be shifted out of poverty by a change in definition. 

exactly three or exactly four unrelated individ- 
uals would be reduced from 234,000 to 37,000. In 
group quarter households (those with five or more 
unrelated individuals) the number of poor persons 
would be reduced from 198,000 to 126,000. The 
decline of one million in the number of poor unre- 
lated individuals represents a reduction of almost 
70 percent in the number of poor unrelated indi- 
viduals who do not live alone. 

Persons under 14 years of age who do not live with 
relatives are excluded from the poverty universe. 
They do not have family income, of course, and 
income questions are asked only of persons 14 years 
of age or older. Table 2 shows that there were 
about 229,000 persons in this category in March 
1975. The application of the household -based defi- 
nition to this group would place 34,000ín poverty. 

The data show that a household -based poverty defi- 
nition would make only a modest impact on the 
total count of persons in poverty, but would have 
a significant and probably growing impact on the 
poverty rate among unrelated individuals. It is 

not possible to make the generalization that a 
household -based definition is more equitable than 
a family -based definition. The issue depends upon 
the economic relationship between or among the 
household members. A possible approach would be 
the addition of relevant questions to the March 
Current Population Survey which would allow tabu- 
lations of data for spending units. The spending 
unit concept is subject to some ambiguity, however, 
because persons may share some basic expenses and 
not others. In the absence of information on 
spending units, it would be useful to tally 
publish poverty counts based on the household 
concept. 

FOOTNOTE 

1/ In the special tabulations prepared for this 
paper, the poverty status of the household mem- 
bers was determined by comparing the combined 
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income ofthe household members with the applicable 
threshold. The thresholds varied by size of house- 
hold, the sex and age or the household head, and 
farm - nonfarm residence. For example, the poverty 
threshold for a nonfarm household comprised of 
three unrelated individuals, at least one of whom 
was a male, was defined to be equal to the poverty 
threshold for a nonfarm family of three with a 
male head. If the combined income of the three 
unrelated persons in the household was less than 
the threshold, each of the persons was considered 
to be in poverty. If the combined income was at 
the threshold level or higher, none ofthe persons 
was considered to be in poverty. 
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Introduction and Background 

AN ECONOMETRIC ANALYSIS OF NURSING HOME 
COSTS USING COMPLEX SAMPLE SURVEY DATA 

Mark R. Meiners 
National Center for Health Statistics 

to estimate a regression model and most 
econometric texts do not discuss this issue. I 

suspect that the decision depends on whether the 
objective of the model is to estimate the 
parameters of some underlying universal law or 
alternatively to estimate the parameters of some 
finite population relationships. Further 
development of these ideas is beyond the scope 
of this paper. Both weighted and unweighted 
models, however, were estimated to provide some 
empirical evidence on the results of the 
alternative procedures. 

The second source of bias has to do with the 
estimated variance of the regression 
coefficient. In econometric texts the most 
widely accepted need for weights with regression 
is the generalized least squares adjustments 
suggested to overcome the problems of hetero- 
scedasticity and autocorrelation. These 
problems arise when the variance of the error 
terms are not all equal and /or the error terms 
are correlated. In these cases the observation 
in the model are transformed by weights which 
are designed to produce the desired properties 
of homogeneous variances and zero covariances in 
the error structure. Heteroscedasticity and 
autocorrelation are frequently encountered in 
dealing with cross-sectional data such as the 
NNHS where the sample has been chosen from 
groups stratified to reflect the different 
degrees of variability in the characteristics of 
interest. In practice, however, it is often 
quite difficult to obtain the information needed 
to properly transform the error matrix and at 
best approximate procedures are used. 
Fortunately, an alternative approach has been 
developed. 

McCarthy, Kish, Frankel and others have 
suggested the technique of balanced repeated 
replications (BRR) as a viable approach to esti- 
mating the variance of regression coefficients 
when the data are from a complex sample survey 
design.29 7, 8 -12 To implement this approach 
subsamples which replicate the sample design are 
formed by randomly selecting observations from 
the total sample, with each replicate subsample 
having approximately half the observations. The 
essence of the approach is quite straight- 
forward. The regression model of interest is 

run on the total sample and on each half sample 
replicate. The estimated variance of a 

regression coefficient can then be calculated by 
the following -formula :13 

In 1973 the National Center for Health 
Statistics expanded its National Nursing Home 
Survey (NNHS) to collect data on the cost to 
facilities of providing long -term health care. 
The sample design for the cost data and the 
other facility characteristics was stratified 
random sampling. As with most large sample 
surveys of this sort, the principal goal of the 
sample design was to achieve a stated degree of 
precision on the estimation of various 
descriptive statistics (e.g., percentages, 
means, totals) for a minimum cost. There is, 

however, considerable interest in using these 
data in research which is orientated toward 
making analytical inferences either to suggest 
or confirm specific hypotheses. 

One of the tools most widely used to 

accomplish analytical research is the multiple 
regression technique. This is particularly true 
of econometric research. Problems arise, 
however, in the direct application of the 

regression technique to data generated by a 

complex sample survey procedure because the 
randomness assumptions are violated. The 1973- 

74 NNHS, for example, was stratified into 26 

certification (e.g., Both Medicare and Medicaid 
or Medicare only; Medicaid only; and Not 

Certified), bedsize groups.' Further stratifi- 
cation within each of these primary strata was 
accomplished by ordering by type of ownership, 
geographic region, State and county. The sample 
was then selected systematically after a random 

start within each primary stratum with the 

sampling fraction varying in an approximate 
inverse relation to the expected standard 
deviation of estimates for the stratum. 
Regression models which cross these primary 
stratum cannot, therefore, be assumed to have 

been generated from a simple random sample and 
additional estimation procedures must be 

considered. 
Judging from what little can be found in the 

econometric literature to provide guidance on 

this subject, opinions vary as to what the 
problems are and, therefore, how to deal with 
them.2 -7 Central to the discussion is the use 

of weights in the estimation of econometric 
models. Weights are discussed in the context of 

two possible sources of bias which arise when 

stratified sample survey data are used in a 

regression analysis. 
The first source of bias has to do with the 

estimate of the regression coefficient. In this 

context weights are used to compensate for the 
difference in sampling rates across strata as 

well as to adjust for nonresponse and post 
stratification. The weights are generated as 

part of the sampling process and are used with 
the sample data to provide unbiased estimates of 
the characteristics of a finite population such 
as nursing homes as defined in the NNHS. In the 

literature there is little agreement on the need 
for this type of weighting when the objective is 
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2 2 

= 

i=1 

B is the regression coefficient 
estimated from the total sample 

Bi is the regression coefficient 
estimated using half sample replicate i 



r is the number of half -sample 
replicates utilized 

A detailed exposition on features of the BRR 

approach is found in a NCHS (1966) publication 
written by McCarthy.8 He has found that under 

quite general conditions analytical unbiased 
estimates of the standard errors of regression 
coefficients can be generated using this method. 

Outline of the Paper 

The purpose of this paper is to compare the 
empirical results of using BRR regression in 

analyzing the cost data from the 1973 -74 NNHS to 

the simpler approach of ignoring all or part of 

the sample design and using ordinary regression. 

Two basic cost models are estimated using what 
amounts to four alternative approaches. Ap- 

proach 1 takes into account all the survey 
design features by using the sample weights with 
BRR regression. This is considered the most 

complete approach and will serve as a point of 

reference. Approach 2 uses the sample weights 
but applies ordinary regression. Approach 3 

uses BRR regression but does not use the sample 
weights. Approach 4 disregards the complex 

survey design and estimation procedures, and 

treats the data as though they were from a 

simple random sample, i.e., ordinary regression 
is applied with no sample weights. 

The differences in results between approach 
1 and the alternative approaches will be dis- 

cussed with respect to the various estimation 
procedures and their potential policy implica- 

tions. Similar results between approaches 1 and 

2 would tend to show that the design effect is 

small and not a major concern in the estimation 
process. Similar results between approaches 1 

and 3 would indicate that by applying the sample 

weights with ordinary regression both the type 

of bias mentioned in the introduction have been 

eliminated and it would not be necessary to use 

BRR regression. The comparison of approach 1 

and 4 will show the potential differences which 

occur when the alternative assumptions behind 

the need for weights (to overcome the first type 

of bias mentioned in the introduction) are made. 

Nursing Home Cost Models 

Two major studies of cost functions for 

nursing homes have appeared in the literature 

and these serve as the basis for the two models 

estimated here. The first model is a version of 

the stock -flow model suggested by Skinner and 

Yett.14 It is a multiplicative model estimated 

in log linear form, its dependent variable is 

total cost and it features two dimensional out- 

put. The second model is the hyperbolic version 

from the set of "classical" cost functions 

estimated by Ruckline and Levey. 15 It is an ad- 

ditive model estimated lineraly, its dependent 

variable is average cost (total cost per 

resident day) and it features the inverse of the 

number of beds in the facility as the 

size /capacity measure. The cost models are es- 

timated for the subset of nursing homes certi- 

fied by Medicare, I.e., those facilities in the 

1973 -74 NNHS which were certified by both 
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Medicare and Medicaid or by Medicare only. The 
complete list of independent variables used in 

the cost models and a brief description of their 
purpose is given in table 1. It should be noted 
that because of BRR program limitations each 
model is limited to 12 independent variables. 
While this limitation points up an obvious area 
for future work it does not seriously hinder the 
model specifications. Each model includes the 
variable categories generally considered to be 
important in the estimation of cost functions 
for health related facilities, i.e., output or 
capacity, occupancy rate, scope of facility 
services, resident characteristics, quality in- 

dicator, factor prices, and standardizing 
measures for ownership and location. 

Table 1. Variables used in cost model estimates 
and their description. 

Variable Description 

ADM 

LNRD 

ADM is the number of persons ad- 

mitted to the facility in 1972. 

This variable is used as one of 
the two output measures in the 
total cost model. For a U- shaped 
average cost curve, the coeffi- 
cient estimate must be positive. 

LNRD is the natural log of the 
total number of resident days of 
care provided in 1972. This vari- 
able is one of the two output 
measures in the total cost model. 
For a U- shaped average cost curve, 
the coefficient estimate must be 
greater than zero and less than 1. 

BEDSINV BEDSINV is the inverse of the 

number of beds in the facility in 

1972. This variable is used as 

the size /capacity measure in the 
average cost model. A positive 
coefficient estimate indicates 
possible economies to scale. 

OR OR is the average occupancy rate 
for the facility in 1972. This 

variable is included in both the 
total and average cost model to 

account for capacity utilization. 
For both models a negative Coeffi- 
cient estimate is expected. 

PROFIT 

NE 

NC 

S 

PROFIT is 1 if the facility is a 

proprietary facility and 0 if it 

is a voluntary or government 
facility. This variable is in- 

cluded in both the total and 

average cost model to account for 

the effect of proprietary vs. non- 

proprietary control. 

NE, NC, S are 1 or 0 dummy 

variables used to represent the 

four geographic regions --North 
East, North Central, South and 

West (this last region is left out 
as is required when dummy vari- 



PBCERTMR 
PBCERTSN 
PBCERTIC 

KATZAB 

AHSLPN 

RNSHF 

ables are used). These variables 
are included in both the total and 
average cost model to account for 
regional variation in factor 
prices otherwise unaccounted for. 

PBCERTMR, PBCERTSN, PBCERTIC are 
the proportion of beds in the 
facility certified as Medicare 
beds, Medicaid skilled nursing 
care beds, Medicaid intermediate 
care beds, respectively. These 
variables are included to account 
variation in the scope of services 
the facility provides. Because of 
BRR program limitation, only 
PBCERTMR and PBCERTIC were in- 

cluded in the total cost model. 

KATZAB is the percent of residents 
in the facility who are totally 
independent in various activities 
of daily living or are dependent 
only in bathing as measured by the 
Katz patient assessment scale.16,17 
This variable is used in both the 
total and average cost model to 

account for resident mix char- 
acteristics. For both models a 

negative coefficient estimate is 

expected. 

AHSLPN is the average hourly 

salary of licensed practical 

nurses worki ng in the facility. 
This variable is used in both the 

total and average cost model to 

account for variation due to wage 
levels. For both models a 

positive coefficient estimate is 

expected. 

RNSHF is the number of shifts per 
day that the facility has a 

registered nurse on duty. This 

variable can take a value of 0 to 

3. It is included in both the 

total and average cost model as a 

Quality indicator. For both 
models a positive coefficient 
estimate is expected. 

Analysis of Results 

The results from estimating the total cost 
model and the average cost model using the 

alternative estimation approaches are presented 
in tables 2 and 3 respectively. Columns I and 

il of these tables comprise approach I. Columns 
I and III comprise approach 2, columns IV and V 

comprise approach 3 and columns IV and VI 

comprise approach 4. These results are used in 

tables 2 -A, 2 -B, 3 -A and 3 -B to compare the ef- 
fect of the alternative estimation approaches on 

the coefficient estimates, the standard error 

estimates, and the resulting inferential 

statistics. 
Column of tables 2 -A and 3 -A gives the 

ratio of weighted to unweighted coefficient es- 

timates for the two models. While on average 
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the ratio for each model indicates only about a 

3 percent difference between the weighted and 
unweighted coefficient estimates, the variation 
of these ratios is considerable and in neither 
model is the weighted coefficient always higher 
or lower than the unweighted coefficient. For 
the total cost model the weighted coefficients 
ranged from 28 percent higher to 25 percent 
lower than the unweighted coefficients (table 2- 
A). For the average cost model the range was 
even wider with the weighted coefficients rang- 
ing from 74 percent higher to 50 percent lower 

than the unweighted coefficients (table 3 -A). 
From a policy point of view it seems likely that 
such differences would be of concern. For 
example, using the total cost model with weights 
implies nearly a 2 percent greater increase in 

total costs with an increase of one in the 
number of shifts with a registerd nurse on duty 
than would be expected using the unweighted ver- 
sion. Also for the total cost model the 
weighted coefficients imply that being a pro- 
prietary facility results in about a 4 percent 
smaller decrease in total costs than would be 
indicated by the unweighted coefficient. 
Similar examples are available from the average 
cost model. For the weighted version a $1 

increase in the average hourly salary of the 

LPNs increases average costs by $.93 less than 
for the unweighted version and being in the 
Northeast implies a $1.75 difference in impact 
between the weighted and unweighted versions. 

The impact of the weights on the standard 
error estimates of the two models is also shown 
in 'tables 2 -A and 3 -A. Column II shows the 
weighted to unweighted standard error ratios 
when the BRR approach was used and column III 

shows these ratios when the simple random sample 
(SRS) approach was used. For the total cost 
model the weighted BRR standard errors average 
22 percent higher than the unweighted BRR stan- 
dard errors with the weighted estimates ranging 
from 105 percent larger to percent lower than 
the unweighted estimates. The ratios of SRS 
standard errors for this model were considerably 
less variable. The weighted SRS standard errors 
ranged from percent larger to 9.percent 
smaller than the unweighted SRS standard errors 
and were on average only I percent larger than 
the unweighted estimates. For these comparisons 
the results from the average cost model are 
similar to those for the total cost model in 

that the variability of the BRR standard error 
ratios is considerable larger than that for the 

SRS standard error ratios. The weighted BRR 
standard errors averaged 18 percent higher than 

the unweighted BRR standard errors with the 
weighted estimates ranging from 165 percent 
higher to 63 percent lower than the unweighted 
estimates. The weighted SRS standard errors av- 
eraged 5 percent lower than the unweighted SRS 
with the weighted estimates ranging from 52 per- 
cent higher to 44 percent lower than the un- 

weighted estimates. 
Other than the smaller differences between 

weighted and unweighted standard error estimates 
using the SRS approach rather than the BRR 

approach, there appears to be no systematic in- 

dication of whether weighted or unweighted esti- 
mates will be larger. For variables in both 



models examples can be found where the weighted 
standard error estimate exceeded the unweighted 
estimate when the BRR approach was used and was 
less than the unweighted estimate when the SRS 

approach was used. It is not possible, there- 
fore, to infer that either weighted or un- 

weighted standard errors would always be larger 

regardless of the estimation approach nor is it 

possible to infer that the BRR standard error 
ratio will be greater than one if the SRS stan- 
dard error ratio is greater than one. 

The design effects (the ratio of the BRR 

standard error to the SRS standard error) for 

the variables in the two models are presented in 

columns IV (weighted) and columns V (unweighted) 

of tables 2 -A and 3 -A. For both models the 
variability of the design effect is consider- 
able. For the total cost model the weighted 

standard error design effect averaged 1.35 but 

ranged from 2.47 to .51. The unweighted design 

effect averaged 1.18 and range from 2.03 to .47. 

For the average cost model the weighted standard 
error design effect averaged 1.18 and ranged 

from 2.11 to .63 while for the unweighted 
version it averaged 1.05 and range from 1.75 to 

.61. 

Tables 2 -B and 3 -B give the "t" statistics 
for the independent variables of the two cost 

models under the alternative estimation ap- 

proaches. Column I is calculated by dividing 

the weighted coefficient by the weighted BRR 

standard error. Column II is calculated by 

dividing the weighted coefficient by the 

weighted SRS standard error. Column III is cal- 

culated by dividing the unweighted coefficient 

by the unweighted BRR standard error. Column IV 

is calculated by dividing the unweighted coeffi- 

cient by the unweighted SRS standard error. The 

"t" statistics are marked to signify their level 

of significance. Those coefficients not marked 

can be considered significant only at levels 

below those normally acceptable. It should be 

noted that the degrees of freedom for these 

tests of significance depend on the estimation 

approach used. For the BRR approach the degrees 

of freedom are equal to the number of half 

samples (20) used in the analysis while for the 

SRS approach the degrees of freedom are the 

number of cases less the number of independent 

variables and the constant (603). 
For the total cost model (table 2 -B) the 

effect of the alternative estimation approaches 

on the significance tests is small. Each coef- 

ficient is significant at least at the .90 level 

regardless of the approach used and in many 

cases the level is much higher. Shifts do 

occur, however, in the level of confidence at 

which variables are considered significant when 

the alternative approaches to estimating stan- 
dard errors used. The effect of these shifts 

becomes more noteworthy when the results for the 

average cost model (table 3-B) are considered. 

Taking into account both the weighted and un- 

weighted versions of this model there are 

examples where the effect was such that when the 

SRS "t" statistic was significant at the 1 per- 

cent level the BRR "t" statistic was not signi- 

ficant and, alternatively, when the SRS "t" was 

not significant the BRR "t" was significant at 

the 5 percent level. These results indicate 
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that to ignore the effect of the sample design 
on the standard error estimates can lead to 

erroneous inferences. The most striking example 
from a policy point of view is the coefficient 
(weighted or unweighted) for BEDSINV in the 

average cost model. Using SRS estimation proce- 
dures the positive sign of the coefficient and 
its "t" statistic indicate economies to scale, a 

result which, in this model, is shown to be 

questionable when the effect of the survey de- 

sign is accounted for by using the BRR tech- 
nique. 

Summary and Conclusions 

This paper compared the empirical results of 

using BRR regression in estimating two represen- 
tative nursing home cost models to the simpler 
approach of ignoring all or part of the 1973 -74 
NNHS sample design and using ordinary regress- 
ion. The effects of the alternative estimation 
procedures on the coefficient and standard error 

estimates and some potential policy implications 

were discussed. 
The results showed that ignoring the sample 

design when using the 1973 -74 NNHS with re- 

gression to analyze nursing home costs will 
effect both the coefficient and standard error 
estimates. None of the alternative short -cut 
methods gave results that consistently approxi- 
mated the results gotten by using information 
about the sample design. 

The effects of the sample weights on the co- 

efficients and standard errors were analyzed by 
comparing ratios of weighted to unweighted 
estimates. For the coefficients and their stan- 
dard errors, the ratios showed considerable 
variation with no apparent systematic way of 

predicting the magnitude of the ratio or whether 

it would be greater or less than one. 
The design effect on the standard errors was 

analized by comparing the ratios of BRR standard 
errors to the SRS standard errors for both the 
weighted and unweighted versions of the two 

models. In all cases the individual design 

effects varied to such a large degree that the 

average design effect for a model could not be 
used to reliable adjust the SRS standard errors. 

Finally, the effect of the sample design on 
inferences was considered by calculating the "t" 
statistics for the coefficients of the two 

models estimated under the alternative ap- 

proaches. The results showed that the potential 
policy inferences were in some important 

instances effected by the estimation approached 
used. Therefore, if the goal is to estimate the 

cost function parameters for the finite popula- 

tion of nursing homes as defined in the 1973 -74 

NNHS the full sample design features must be 

considered in the estimation process. 



Table 2. Summary of selected regression results for total cost model using esti- 
mation approaches 1 through 4, Medicare certified nursing homes, 1973-74 
NNHS data. 

Table 3. Summery of selected regression results for average cost model using 
estimation approaches 1 through 4, Medicare certified nursing homes, 
1973-74 NNHS data. 

Variable 
I 

Wtd. 
Coef. 
Est. 

Wtd. 
BRR 
S.E. 
Est. 

SRS 
S.E. 
Est. 

IV 
Unwtd. 
Coef. 
Est. 

V 
Unwtd. 
BRR 
S.E. 
Est. 

VI 
Unwtd. 
SRS 
S.E. 
Est. 

Variable 
I 

Wtd. 
Coef. 
Est. 

II 
Wtd. 
BRR 
S.E. 
Est. 

III 
Wtd. 
SRS 
S.E. 
Est. 

IV 
Unwtd. 
Coef. 
Est. 

V 
Unwtd. 
BRR 
S.E. 
Est. 

VI 
Unwtd. 
SRS 
S.E. 
Est. 

ADM .00071 .00015 .00010 .00057 .00016 .00009 BEDSINV 127.45 99.111 47.763 162.49 115.84 66.057 
LNRD .87923 .06109 .02693 .91416 .05247 .02580 OR - .2826 .0136 .0217 - .2895 .0302 .0213 
OR -.00736 .00121 .00091 -.00777 .00113 .00086 PROFIT -3.8678 1.5368 .8557 -4.1790 1.2582 .8427 
PROFIT -.12937 .05571 .02980 -.17340 .03839 .02849 NE 7.5954 .7556 .9708 9.3447 .6263 1.0258 
NE .35548 .01727 .03404 .42311 .01640 .03488 NC 4.6790 .8715 1.0100 4.4155 .7598 1.0414 
NC .19772 .04003 .03569 .20273 .04058 .03561 2.6089 .8755 .9394 2.5209 .6893 1.0141 
S .08006 .03049 .03315 .07891 .02385 .03459 PBCERTMR 2.3062 .7417 .8166 2.2627 .7574 .8201 
PBCERTMR .09482 .03481 .02693 .08818 .03336 .02739 PBCERTSN 1.8714 1.0347 .9867 1.3383 1.0250 1.0411 
PBCERTIC -.08252 .04020 .03674 -.07797 .02830 .03567 PBCERTIC -1.9005 .9501 1.0915 -1.7406 .7742 1.1162 
KATZAB -.00335 .00163 .00066 -.00282 .00127 .00066 KATZAB - .0576 .0393 .0187 - .0534 .0193 .0226 
AHSLPN .03770 .01005 .00920 .03726 .00490 .00916 AHSLPN .9149 .2168 .2605 1.8434 .5816 .4660 
RNSHF .08007 .01245 .01457 .06241 .01402 .01603 RNSH F 2.0497 .6297 .4050 1.1756 .2374 .2673 

Constant 4.4107 
R2 = .80339 
N = 616 

Constant = 4.1706 
R2 = .82339 
N = 616 

Constant = 34.561 
R2 = .35934 
N = 616 

Constant = 35.163 
R2 = .36959 
N = 616 

Table 2 -A. Ratio comparisons of weighted to unweighted coefficient and 
standard error estimates and design effects on standard errors (s.e. DEFF) 
for weighted and unweighted regressions, total cost model. 

I II III IV V 
Variable Wtd./ Wtd./ Wtd./ Wtd. Unwtd. 

Unwtd. Unwtd. Unwtd. S.E. S.E. 
Coef. Est. BRR S.E. SRS S.E. DEFF DEFF 

Est. Est. 

Table 3-A. Ratio comparisons of weighted to unweighted coefficient and 
standard error estimates and design effects on standard errors (s.e. DEFF) 
for weighted and unweighted regressions, total cost model. 

I II III IV V 
Variable Wtd./ Wtd./ Wtd./ Wtd. Unwtd. 

Unwtd. Unwtd. Unwtd. S.E. S.E. 
Coef. Est. BRR S.E. SRS S.E. DEFF DEFF 

Est. Est. 

ADM 1.25 .94 1.11 1.48 1.88 BEDSINV .78 .60 .72 2.08 1.75 

LNRD .96 1.16 1.04 2.27 2.03 OR .97 .45 1.02 .63 1.42 

OR .94 1.07 1.06 1.32 1.31 PROFIT .93 1.22 1.02 1.80 1.49 
PROFIT .75 1.45 1.05 1.87 1.34 NE .81 1.21 .95 .78 .61 

NE .84 1.05 .98 .51 .47 NC 1.06 1.15 .97 .86 .73 
NC .97 .99 1.00 1.12 1.14 1.03 1.27 .93 .93 .68 
S 1.01 1.27 .96 .92 .69 PBCERTMR 1.02 .98 1.00 .91 .92 
PBCERTMR 1.08 1.04 .98 1.23 1.22 PBCERTSN 1.39 1.01 .95 1.05 .99 
PBCERTIC 1.06 1.42 1.03 1.09 .79 PBCERTIC 1.09 1.23 .98 .87 .69 
KATZAB 1.19 1.28 1.00 2.47 1.92 KATZAB 1.08 2.04 .83 2.11 1.17 
AHSLPN 1.01 2.05 1.00 1.09 .53 AHSLPN .50 .37 .56 .83 1.25 
RNSHF 1.28 .89 .91 .85 .88 RNSHF 1.74 2.65 1.52 1.56 .89 

Average 1.03 1.22 1.01 1.35 1.18 Average 1.03 1.18 .95 1.18 1.05 

Table 2.8. "t" statistics using weighted and unweighted BRR and SRS Table 3.8. "t" statistics using weighted and unweighted BRR and SRS 
approaches total cost model. approaches, average cost model. 

I II III IV I II III IV 
Variable Wtd. BRR Wtd. SRS Unwtd. Unwtd. Variable Wtd. BRR Wtd. SRS Unwtd. Unwtd. 

t Stat. t Stat. BRR SRS t Stat. t Stat. BRR SRS 
t Stat. t Stat. t Stat. t Stat. 

ADM 4.73 7.10 3.56** 6.33 BEDSINV 1.29 2.67'* 1.40 2.46* 
LNRD 14.39* 32.65 17.42** 35.43 OR 20.78 13.01*** 9.58 13.60 
OR 6.08** 8.09 6.88 9.03 PROFIT 2.52 4.52 3.32 4.96 
PROFIT 2.32* 4.34 4.52 6.09 NE 10.05* 7.82 14.92 9.11 
NE 20.58 10.44** 25.80 12.13** NC 5.37*** 4.63 5.81 4.24 
NC 4.94*** 5.54 5.00 5.69 2.98*** 2.78 3.66 2.49* 

2.63 2.42 3.31 2.28 PBCERTMR 3.11* 2.82* 2.99 2.76 
PBCERTMR 2.72 3.52 2.64 3.22 PBCERTSN 1.81 1.90 1.31 1.29 
PBCERTIC 2.05 2.25' 2.76* 2.19"* PBCERTIC 2.00* 1.74* 2.25 1.56 
KATZAB 2.06 5.06 2.22" 4.27 KATZAB 1.47 3.09 2.77 2.37** 
AHSLPN 3.75 4.10 7.60 4.07 AHSLPN 4.22 3.51*** 3.17 3.96 
RNSHF 6.43"* 5.50*** 4.45** 3.89 RNSHF 3.26 5.06* 4.95 4.40 

significant at 1 percent level 
significant at 5 percent level 

significant at 10 percent level 
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** significant at 1 percent level 
significant at 5 percent level 

significant at 10 percent level 
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CHOOSING A COLLEGE MAJOR AND LOOKING FOR A JOB 

Ì. Velnyk, Kent State University 

In recent years various studies of la- 
bor market for college graduates reveal 
sometimes substantial surplusses of gra- 
duates in various areas. According to a 

report by Carnegie Commission, "Nearly 30 
percent of four -year male college gradu- 
ates are now in blue -collar, sales, and 
clerical jobs, many of which not make 
full use of their education." A survey 
made by the Bureau of the Census for the 
Bureau of Labor Statistics indicates 
that 50.7 percent of college graduates 
got their first jobs in areas not direc- 
tlyrelated to their major field of stu- dy. 

In education, maladjustment between 
supply and demand is quite significant. 
The Government figures3 indicate that in 
1972 the number of holders of bachelor 
and master degree exceeded the additional 
demand for teachers in primary and secon- 
dary education by 26.2 per pent. The 
above mentioned BLS survey indicates 
that in Octobers 1971 the percent of un- 
employed 1970 and 1971 bachelor's and ad- 
vanced degree recepients ranged between 
5.3 percent in business and commerce and 
13.0 percent in humanities. On the other 
hand, projections in Occupational Outlook 
Quarterly and Occupational Outlook Hand- 
book, both published by U.S.Department of 
Labor, as well as projections in the re- 
port by Carnegie Commission indicate 
that in a number of areas the demand for 
college graduates is strong and on the 
increase. 

There is, therefore, little doubt 
that quite a few high school graduates 
and college students chose wrong curricu- 
la. A pertinent observation on the $0- 
ject has been made by Laure Y. Sharp: 
"But at times, the decision to major in a 

specific field is a fairly casual one, 
dictated by personal convenience rather 
than by a long -term occupational objec- 
tive." In addition, a very large number 
of college graduates have a long waiting 
time between graduation and the first 
job7 which is a good enough reason for 
suspicion that their job hunting methods 
are inadequate. 

The problem of how to choose a major 
and how to find a job have been eplored 
or touched upon by James A. Davis Ro- 
bert Calvert Jr.9, Laure M. Sharplb, Ve- 
ra C. Perrellall, and one or two others. 
Calvert's study is based on a survey of 
alumni by mail questionnaire. He got 
back about 11,000 usable questionnaires, 
but this was only 60 percent of question- 
naires sent out. There is no indication 
in his study about the composition of 
those who did not respond. If those who 
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did not respond are predominantly those 
who were not successful in finding satis- 
factory employment, then the results of 
the survey are of little value at least 
from this point of view. 

In a similar situation Laure N. Sharp 
tried to reach a sample of 1,200 nonres- 
pondents. She succeeded in obtaining 
only 697 usable responses. She seems to 
be satisfied with relatively few diffe- 
rences between respondents and nonrespon- 
dents, although it is not quite easy to 
see why. The sample of 697 is still only 
58 percent of 1,200 people,whom she tried 
to contact. In addition, in a sample of 
697 there would be quite a few very small 
subsamples whose sampling variability 
would make a number of comparisons use- 
less. 

The present report provides some firm 
information in certain areas, but can be 
considered only a pilot study with res- 
pect to some other topics. The paper 
deals mainly with methods of choosing 
a major and with methods of choosing a 
job. The information comes from a survey 
of graduating seniors of Kent State Uni- 
rersity. The sample size was 500 of the 
total of about 2,000. The sampling error 
for sampling from dichotomous population 
is 3.8 percentage points for .95 confi- 
dence interval. The sampling errors for 
subsamples are larger, but in cases of 
too large a sampling error the results of 
the survey are simply not reported here. 

The survey has been conducted by in- 
structors and graduate assistants in the 
classrooms so that nonresponse problem 
has been eliminated. Some measure of 
proportionality of students in the sample 
with respect to the number of all gradu- 
ating seniors in main areas of study has 
been achieved. 

The results of the survey show that 
the choice of a major is in too many ca- 
ses careless. This conclusion is suppor- 
ted by the fact that about 43 percent of 
students changed their majors. This fi- 
gure is comparable with 36 percent ob- 
tained by Calvert.12 Since, among others, 
difficulties in finding jobs in education 
were mentioned above, it may be noted 
that the percent of those who switched 
from education to something else is 25 
percent for KSU and it is significantly 
higher that 15 percent in the Sharp15 
survey. 

It would, of course, be interesting to 
see in detail which najors attract high 
school graduates and which become more 
popular as the students progress in their 



studies. Some information on this pro- 
blem can be found in the book by Davis.14 
The results of the present survey indi- 
cate that substantial proportion of stu- 
dents changed their major within a major 
area. For example, percent of stu- 
dents who changed their major and whose 
original major was a business major, made 
a change to another business major. Com 
parable percentage for education is about 

52 percent and it is not significantly 
different from business. The percentage 
for humanities and arts is 36. It is 39 
percent for social and behavioral scien- 
ces and 22 percent for mathematics and 
sciences. The survey also indicates that 
the greatest winner of those who change 
from one major to another is business. 
The greatest loser is sciences. Large 
sampling error does not permit more de- 

Table 1 Decision to choose first major. 

Decision to choose my first Rank numbers and Row 
major was influenced by: percentages totals 

Per Per 
cent cent' 

own considerations 123! 82.3 111 6.2 1 

Advice of parents 241 4.7 681 38.2, 9 

Advice of family & friends 171 3.3 401 22.5 8 

y own friends 1.7 21 11.81 9 

High school teachers 221 4.3 33j 18.51 7 62 

Other 191 3.7 2.8 3 127 

Totals 15141100.0 1781100.0 37 - 

435 

101 

65 

39 

"E.g.: Rank number 1 has been assigned to "My own con- 
siderations" by 423 students. 

Table 2 Reasons for choosing first major. 

I chose my 
first major for 
following reasons: 

Rank numbers and 
percentages 

Row 
totals 

Per 
cent 

Per 
2 cent 

3ood paying job 

Strong demand for 
graduates 

Employment secu- 
rity 

I love this area 
of study 

Reasons other than 
employment 

Want to go to 
graduate school 

Other 

66 13.1 

75' 14.9 

351 7.0 

2351 46.7 

11.3 

11, 2.2 

24! 4.81 

23.2 10 

21.8 14 

27! 12.5 1, 15 

23! 10.6 12 

45i 20.8 11 

211 9.7 5 

3i 1.4 1 

3 

5 

- 

3 

5 

3 

131 

139 

82 

274 

116 

42 

31 

Totals 503 100.0 2161100.0 68 24 - -- 

"E.g.: Rank number 1 has been assigned to "Good paying 
job" by 66 students. 

tailed comparisons. 

We note further that only 39 percent of 
high school graduates chose their major 
before entering college. Also the percent 
of changes of a major during junior year 
was about as high as during sohpomore and 
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freshman year. It would certainly be in- 
teresting to find out why such a large 
number of changes persists into the ju- 

nior year. 

Let us now make a few observations on 
decisions concerning the choice of a ma- 



jor and decisions and reasons for change 
of a major. It appears from Table 1 that 
parents and high school teachers have 
little to do with the choice of a major 
by a high school graduate. The statement 
"Ty own considerations" in the choice of 
a major category was marked as the first 
choice 82 percent of times. Rank number 
two is given parents and high school tea- 
chers often. However, the proportion of 
students who checked off only one deter- 
minant of their decision to choose a ma- 
jor was 61 percent. Those who marked two 
determinants represent 33 percent; and 

only 6 percent checked off more than two 
determinants. Thus the percent of stu- 
dents who make decisions concerning the 
choice of a major on their own and who do 
not benefit from any advice on the matter 
must be considered excessively high. 
There is little doubt that this is the 
main reason for excessive changes of ma- 
jors in subsequent years. 

Why does a student choose a certain 
major? The reasons for choosing the 
first major can be inferred from Table 2. 
The reasons related to labor market were 

Table 3 Decision to change major. 

I changed my major 
mainly due to: 

Rank numbers and 
percentages 

Per 
cent 

Per 
cent 

Row 
totals 

Yy own decision 

Advice of parents 

Advice of family 

own friends 

Professors or 
advisors 

Other 

Totals 

192 83.1 19j 19.8 211 

16 6.9! 15.6; 31 

2.2 10.4; 15 

1 0.4 
15 

15.6 16 

5 2.2 29.2 32 

12 5.2 9i 9.4 21 

231 100.0 961 100.0 

E.g.: Rank number 1 has been assigned to "Iy own 
decision" by 192 students. 

Table 4 Reasons for change of major. 

I changed major Rank numbers and 
for following reasons: percentages 

Per 2 Per 
cent cent 

Row 
totals 

Better employment 
prospects 

Low grades 

Appeal of new 
major 

Preparation for 
gradu to school 

Other 

Totals 

68 30.1 23 

37 16.4 9 

87 38.5 16 

7 3.1 

27 11.9 

226 100.0 

36.2 94 
13.2 46 

23.6 

12 17.6 

5 7.4 

68 1100.0 

103 

19 

32 

E.g.: Rank number 1 has been assigned to "Better 
employment prospects" by 68 students. 

given rank 1 only 35 percent of times. 
However, rank 2 was given this category 
of reasons percent of times. But even 
so it seems that a rather large propor- 
tion of high school graduates choose 
their major without too much preoccupa- 
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tion with the necessity of finding a job 
after four years of study. It may be men- 
tioned again that 54 percent of students 
gave only one reason for their choice of 
a major. Two reasons were given by 31 
percent of students and 10 percent of 



students gave three reasons. 

The information concerning the deci- 
sions to change a major is provided in 
Table 3. Apparently, professors and ad- 
visors have little to do with students' 
decisions to change their majors. Their 
relative importance as secondary factor 
is somewhat greater, but again 73 per- 
cent of students checked off only one 
determinant of their decision to change 
a major. 

The two major reasons for a change of 
a major are individual interest of the 
student and employment considerations. 
This can be seen in Table 4. How do 
these two reasons for a change of a ma- 
jor compare numerically with the reasons 
for a first choice of a major? The 35.0 
percent-CT-students who gave employment 
related reasons for the choice of the 
first major in Table 2 is statistically 
not significantly different from the 
30.1 percent of students who marked 
"Better employment prospects" in Table 
4. However, the 46.7 percent for "I 
love this area of study" in Table 2 is 
significantly greater than the 38.5 per- 
cent for "Appeal of new major" in Table 
4. It appears also that the students do 
become more job oriented as they pro- 
gress with their studies. 

The above information suggests the 
following conclusions. Employment con- 
siderations figure strongly in the 
choice of the first major and in the 
change of a major and yet the students 
do not take advantage of experienced ad- 
visors either in the high school or in 
the college. A telephone interview of 
twenty high schools in Kent- Akron -Cle- 
veland area indicates that the advisors 
are competent and use such publications 
as U.S.Department's of Labor Occuatio- 
nal Outlook Quarterly and Occupational 
Outlook Handbook. However, they seem to 
play a passive role. There is little 
doubt that much more could be done to 
make the students and their parents a- 
ware of career and employment prospects 
for various majors. 

It is also obvious that college advi- 
sors should not restrict their activity 
to help students find a job. The per- 
cent of students who chose their major 
after entering college is in the vicini- 
ty of 60 percent. In addition, about 40 
percent of students changed their major. 
Finally, the percent of students who are 
making these decisions entirely on their 
own, that is, without consultation with 
anybody, is unreasonably high by any 
standards. Therefore, college employ- 
ment officers and advisors should play 
much more prominent role in providing 
these students with pertinent and useful 
information. 
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The information concerning job hunting 
methods is also quite revealing. About 

percent of students did not look for 

Table Students who did not look for 
job during senior year. 

I did not look for a job Per 
during senior year because I: No cent 

intend to go to graduate 
or professionsl school 56 25.3 

have a job waiting for me 35 15.8 

was too busy with coursework 68 30.8 

do not intend to work for 
awhile 

Other 

46 20.8 

16 7.3 
221 100.0 

Table 6 When did graduating seniors 
look for jobs? 

No 
Per 
cent 

Before September 15 5.4 

Between September and Novem- 
ber 39 14.0 

Between December and Febru- 
ary 80 28.8 

After February 144 51.8 
278 100.0 

Table 7 Job hunting methods. 
A comparison with BLS -BC survey. 

Method 
BLS -BC KSU 

(1) (2) 

Percent Percent 

College placement 17.6 37.2 

Public employment service 1.5 2.4 

Private employment agency 3.6 4.3 

Newspapers 3.9 7.8 

Direct application to 
employers 41.4 32.0 

Friends or relatives 21.3 14.8 

Other 10.7 1.5 
100.0 100.0 

(1) The column lists percentages of re- 
cent college graduates who got their 
first jobs by one of the methods 
listed. 
Source: Perella, Vera C., "Employ- 
ment of Recent College Graduates," 

p.46. 

(2) These are percentages of times a job 
hunting method was checked off by 
students who looked for jobs. 



a job during their senior year. As may 
be seen in Table 5, of those who did not 
look for a job, 31 percent were too busy 
with their courses and 21 percent decla- 
red that they did not intend to work for 
awhile. Of those who looked for a job, a 

huge 52 percent (see Table 6) started 
looking for a job after February. The 
only explanation for this phenomenon of 
missed opportunities on such a large 
scale is that students are simply not a- 
ware of the fact that most intensive re- 
cruiting and interviewing occurs in late 
Fall and early Spring. 

Of those who looked for a job, 26 per- 
cent did not get a single interview at 
the employer's headquarters. Only 29 
percent got more than two interviews. 
These two percentages must be considered 
very large in spite of a difficult labor 
market due to economic recession. One 
explanation of these figures can be found 
in Table 6 where we note again that too 
many students started looking for a job 
too late. However, this is certainly not 
the only explanation. It is also impor- 
tant to have a closer look at job hunting 
methods. 

The job hunting methods listed in the 
questionnaire can be seen in Table 8. 

The results of the survey indicate that a 
graduating senior used, on the average, 
2.8 job hunting methods. But if the me- 
thods "Letters to employers," "Telephone 
calls to employers," and "Visited emplo- 
yers" are combined into one, the average 
number of methods used drops to 2.3. Of 
course, some areas lend themselves better 
to one method than to another (for exam- 
ple, graduates of college of education 
have to depend more on letter writing), 
but even so, an increase in the number 
and intensity of job hunting methods 
would undoubtedly land the students more 
interviews. 

We note in Table 7 that the students' 
use of college placement service (37.2 
percent) is much heavier than the propor- 
tion of first jobs (17.6 percent) secured 
with the help of this service by recent 
college graduates. Direct application to 
employers and reliance on friends and re- 
latives are significantly lower for gra- 
duating seniors than for recent college 
graduates. Other differences cannot be 
declared significant due to small sub - 
samples. However, the use of such means 
as employment services, newspapers, and 
"Other" is numerically very small. 

Information in Table 8 suggests strong- 

Teble 8 Job hunting methods that resulted 
in interviews at employers' place of business. 

ethod: (1) (2) (3) 

No No Percent 

College placement 191 92 48.2 

Letters to employers 176 62 35.2 

Telephone calls to employers 75 32 42.7 

Visited employers 99 56 56.6 

Answered ads 47 16 34.0 

Family and friends 99 30 30.3 

Professors 45 13 28.9 

Other (state and private 
employment agencies, etc.) 58 20 34.5 

(1) Number of times a method was checked off on 
the questionnaire. 

(2) Number of times one or more interviews were 
attributed,to a job hunting method. 

(3) Column (2) as percent of Column (1). 

ly that no major job hunting method should 
be disregarded. The proportions of inter- 
views secured by such methods as employ- 
ment services and newspaper ads are rela- 
tively high. These methods should be used 
much more often. 

The importance of obtaining more inter- 
views becomes more evident when it is res- 
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lized that there is a relationship be- 
tween the number of interviews and job 
offers. For example, of those graduating 
seniors, who got one interview, 32 per- 
cent got a job offer, but of those who 
got two interviews, percent got a job 

offer. There is also a correlation be- 
tween the number of interviews, and the 

number of job offers, although the size 



of the sample does not warrant precise 
comparisons. 

Another piece of information should be 
of interest both to graduating seniors 
and to college advisors. As already men- 
tioned, of those who looked for jobs, 26 
percent - a very high proportion - did 
not get a single interview and only 
percent got a job offer. Furthermore, 
the average salary of those who had or 
more interviews and 3 or more job offers, 
was by $1,500 higher than the average 
salary of those with fewer interviews and 
job offers. It is, therefore, of basic 
importance for the graduating seniors to 
use more job hunting methods and to use 
them more efficiently in order to in- 
crease their chances to get more inter- 
views and to get at least one job offer. 

It may be noted that of those students 
who got a job, about 18 percent feel that 
their college studies are either irrele- 
vant, or not quite pertinent to the kind 
of work they are going to do. This per- 
centage is not too high, considering the 
difficult economic situation. But this 
observation can be qualified by answers 
to another question: only 56 percent of 
those who accepted a job offer, declared 
that they will like the job. 

Another important purpose of this sur- 
vey was to test the intensity of demand 
for graduates in different areas. This 
can be accomplished by relating the num- 
ber of interviews, the number of job of- 
fers, and the salaries, to various ma- 
jors. Certain kinds of graduates are in 
demand early before graduation, while o- 
thers have to wait a year or more to find 
a job. Thus a survey of graduating se- 
niors presents a unique opportunity to 
measure the intensity of demand for va- 
rious majors and could become a major in- 
gredient in forecasting such demand. The 
questionnaire used in this survey was de- 
signed with this purpose in mind, but ve- 
ry restricted budget did not permit to 
take a large enough sample in order to 
come up with valid conclusions. 

Finally, some of the information on 
topics, discussed above, is being collec- 
ted by many universities, but in most ca- 
ses the information seems to be very 
spotty. A questionnaire, similar to the 
one used for this survey, should become 
a standard tool for the purpose of advi- 
sing the students. And, as the above re- 
sults indicate, considerable improvement 
in advising the students with respect to 
the choice of a major, a career, and me- 
thods of finding a job, is badly needed. 
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DISTRIBUTIONS OF RATIOS FOR SOME SELECTED BIVARIATE PROBABILITY FUNCTIONS 

Paul W. Mielke, Jr., Colorado State University 
John A. Flueck, Temple University 

I. INTRODUCTION 

Ratio estimators, R Y/X of random variables 
(r.v.'s) X and Y, of population ratios have long 
been utilized in both theoretical and applied re- 
search. Examples from the theory of statistics 
include ratios of sample means in survey sampling, 
ratios of mean squares in experimental design, and 
likelihood ratios in testing. In the experimental 
areas, examples include crime indices in law en- 
forcement, inheritance ratios in biology, effec- 
tiveness ratios in psychology, unemployment ratios 
in economics, stress ratios in engineering, 
precipitation ratios in meteorology, and survival 
and other ratios in demography. 

However, despite this broad utilization, the 
distributional properties of the ratio R, gene- 
rally have not been well developed. As Cochran 
(1963) has stated, "The distribution of the ratio 
estimate has proved annoyingly intractable be- 
cause both X and Y vary from sample to sample. 
The known theoretical results fall short of what 
we would like to know for practical applications." 

In this paper we will attempt to improve on 
this situation by reviewing some previously pub- 
lished literature on distributions of ratios and 
by presenting distributional and moment results 
for the ratio of two r.v.'s X and Y under selected 
bivariate structures (i.e., gamma, generalized 
gamma, beta of the first kind, log -normal, 
Weibull, beta -P, and beta -K). 

Greenwood and White (1910) initiated work on 
the distribution of R in their work on the opsonic 
index. They empirically generated sampling dis- 
tributions of the opsonic index (ratio) under the 
assumption that X and Y are statistically indepen- 
dent. They noted that the resulting empirical 
distribution was skewed and had a mean >1.0. 
Pearson (1910), in a pioneering companion paper, 
presented Greenwood's initial theoretical effort 
along with the moments for R in the more general 
case where X and Y were correlated. However, he 
felt that "these approximate formulae would be 
practically unworkable if X and Y were cor- 
related...." and hence concerned himself with an 
examination of the uncorrelated case. He con- 

cluded that (1) "if the distribution of both X and 
Y be symmetrical..., the distribution of indices 
must be skew" and (2) "the mean of the ratio of 
two numbers picked out of the same series is cer- 

tainly greater than unity if the series be symme- 
trical, and will probably be always greater than 
unity even if it be not." Pearson went on to es- 
timate the distribution of the opsonic index, for 
X and Y statistically independent, utilizing es- 
timated moments to select and fit one of the 
Pearsonian type distributions. These estimated 
distributions were typically in close agreement 
with their empirical counterparts presented by 
Greenwood and White. 

For the normal distribution, Merrill (1928) 
considered the ratio of two correlated normals 
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using the method of moments and concluded "that 
for conditions ordinarily met in practice, the 
frequency distribution of the index, when both 
components follow closely the normal law, is 
sensibly normal." However, he also noted that 
"in cases where the correlation is high and the 
coefficients of variation are large, there may be 
a considerable deviation from normality." Craig 
(1929) presented a method of describing the dis- 
tribution of R in terms of its semi -invariants 
(functions of the estimated moments of the joint 
distribution of X and Y with bounding restriction 
on X) and correctly indicated the persistent lack 
of normality of R and the condition needed for 
symmetry of its distribution. Geary (1930) 
followed with a "standardizing" of the ratio 
function (b+Y) /(a +X) [X and Y jointly distributed 
as 

Y)] 
and showed it was approx- 

imately distributed' N(O,1), provided a+X >0. He 

also presented the exact probability density 
function (pdf) of this ratio function for a =b =0, 
and (although not recognizing it as a member of 
the Cauchy family) commented on its nonnormality 
and infinite moments. Fieller (1932) presented 
and exact general solution to the distribution of 
the ratio of two jointly distributed normals with 
means and p2' standard deviations a1 and 
and correlation coefficient p. He also showed 
how Geary's and Merrill's results could be 
achieved under the assumption of a truncated nor- 
mal distribution. Rao (1952) proved for a wide 
class of estimators (including R) that the stan- 
dardized form was asymptotically distributed as 
N(O,1). Marsaglia (1965) presented the results 
of a study of the ratio of correlated normal 
r.v.'s utilizing computer drawn graphs of the pdf 
of R (producing symmetrical, nonsymmetrical uni- 
modal, and bimodal pdf's). Press (1969) pre- 
sented a similar study for correlated student's t 
r.v.'s. Rao and Garg (1969) presented the ratio 
of powers of the absolute value of two indepen- 

dent standardized normals and found the result to 
be generalized positive Cauchy distribution (a 

special case of the generalized beta of the 
second kind). 

The ratio of two gamma r.v.'s was initiated 

by Kullback (1936) for the ratio of two indepen- 

dent gammas (i.e. a beta of the second kind). He 

also showed that Fisher's (1924) result for the 

distribution of the log of the ratio of two inde- 
pendent sample variances was a special case. 
Recently, Flueck, Holland, and Lee (1975) pre- 

sented exact results for the density function of 

the ratio of two correlated gamma r.v.'s and ill- 

ustrated some of the resulting properties of R 
with sixty -four computer drawn graphs. 

The chi density function is closely related 

to the gamma, and Bose (1935) presented the den- 
sity function for the ratio of two correlated chi 

r.v.'s. Krishnaiah, Hagis, and Steinberg (1963) 

presented the tth moments of this ratio and ex- 
tensive tables of its cumulative distribution 
function. 



Rietz (1939) graphically presented pdf's for 
a special case of the ratio of two betas of the 
first kind (i.e., uniform r.v.'s given particular 
uncorrelated and correlated structure). Broadbent 
(1954) extended these results in presenting the 
ratio of both the uniform and triangular r.v.'s 
to an arbitrary independent positive r.v. 
Marsaglia (1965) presented results for the pdf of 
the ratio of sums of independent uniform r.v.'s 
and, even with relatively few terms, the ratio 
was quite closely approximated by the ratio of 
two independent normal r.v.'s. 

The ratio of two independent log -normals, as 

well as the ratio of products, is given by 
Aitchison and Brown (1966). The resulting dis- 
tributions are naturally log- normal. 

Malik (1967) generalized Kullback's result 
for two independent gammas by deriving the den- 
sity function for the ratio of two independent 
generalized gamma r.v.'s. Rao and Garg (1969) 
have indicated that the resulting pdf is a member 
of the family of generalized beta distributions 
of the second kind. Block and Rao (1973) subse- 

quently generalized Malik's result by presenting 
the density and moments of the ratio of two inde- 
pendent distended gamma r.v.'s. The resulting 
density function was termed the distended beta. 

In summary, the above brief history indicates 
that the distribution of the ratio of normal, 
student's t, gamma, chi, and a special case of the 
beta of the first kind r.v.'s has been presented 
for correlated X and Y. 

H. SOME NEW RESULTS 

The distribution of R for X and Y indepen- 
dent is conceptually attainable (e.g., Huntington, 
1939). The situation when X and Y are correlated 
is more complex. 

A. Gamma 

Let X, Y and P be independent gamma r.v.'s 
with common scale parameter A and shape parameters 

-0, and 0, respectively <min(a,6) }. As 

suggested by Cherian (1941) and David and Fix 
(1961), following Weldon, if U =XtP and V =Y+P, then 

the bivariate pdf of the r.v.'s U and V may be 
expressed as 

-u-v 
e 

min 
p 

p (u-p) (v-p) e dp, (2.1) 

0 

where A is assumed equal to unity because it 
enters in the same form in both numerator and 

denominator of the ratio. It can be shown that 

equation (2.1) is equivalent to 
ua- 0- 

=4 

F1(0,l+ß-ß,a;,-u), 0<u<v, 

ua-0-lvß-le-(u+v) 

F1(0,1+¢-a,ß;ü,-v), 0<v<u, 

(2.2) 
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where m 
(a)m+n(b)n m n 

x y , F1(a,b,c;x,Y)= (c) 
m =0 n =0 m+n 

< 1 

is a "degenerate" two variable hypergeometric 
function (Gradshteyn and Ryzhik, 1965, p. 1067) 
and (a)b= r(a +b) /r(a). Thus, from the reproduc- 
tive property of the gamma, U and V are gamma 
r.v.'s with marginal distribution shape para- 
meters a and ß, respectively, and dependence 
parameter 0. If 0, then U and V are indepen- 
dent r.v.'s. 

The nonnegative integral moments of U and V 
are given bX 

E(UsVt) = E E 

j =0 k =0 

In particular, E(U)= Var(U) =a, V)= Var(V) =ß, 

Cov(U,V) =4, and p(U,V)= 0(aß) Let the ratio 
of the two gamma r.v.'s be defined as R =U /V. 
Then following the approach of Flueck and Holland 
(1974) and using a change of variable, the pdf 
of R is 

fR(r) 

where 

B(a,ß-0) 

< r 
1, 

(2.3) 

1 1 
1 < r, 

(a)m+n(b)m(c)n m n 
F1(a,b,c,d ;x,y)= E E 

(d) m'n' x , 

m =0 n =0 m+n 

< 1, < 1 

is a two variable hypergeometric function 

(Gradshteyn and Ryzhik, 1965, p. 1053) and 

B(a,b)= r(a)r(b) /r(a+b). 

A convenient computational form has been present- 

ed by Flueck, Holland and Lee (1975). 

E(Rs 

The integral moments of R are given by 

s (a- 

E (S) < s, 

j=0 
-s 

, s < 0. 
(a-j)-s 

In particular, 

E(R) - 1 < 8, and 

2)], 2 < ß. 

If (U1,V1),...,(Un,V ) are n independent 

pairs from (2.2), then tRe analogous results for 

sums of gamma r.v.'s, 

U *= E U. and V V. 

i =1 1 =1 
1 

can be shown to follow when the parameter set 

(a,(3, +) is replaced with (na,nß,n4). As a conse- 

quence of these results and a general result by 

Rao (1952, p. 207), it follows that the asympto- 

tic distribution of Ra =U* /V* is normal with mean 

a/ß and variance a(a+ß- /nß. 



Using Stacy's (1962) generalization of the 
gamma, the previous results can be further gene- 
ralized by constructing a bivariate pdf of gene- 
ralized gamma r.v.'s given by 

-1 

where W /y, Z =V1 y and 6. If y =6, 
then the pdf of the ratio r.v. Q =WIZ is 

fQ(q)= 
-1 

B. Beta of the First Kind 

Employing an approach similar to that of the 
previous section yields two distinctly different 
cases for a bivariate beta distribution of the 
first kind. The parameterizations used here 
follow Mielke (1975). 

Case 1: 

Let X, Y and P be independent beta r.v.'s 
with shape parameters [pY,(1- P)Y-0], 
and (y -0,0), respectively {0 <p<1, 0<q <1, 0<y, 
050<min[(1- p)y,(1- q)y] }. If U XP and V YP, 

then the bivariate pdf of U and V may be shown to 
be 

= 

u)(1 v)(1 
-1 

B[PY,(1- p)Y- -q)Y] 

F1[ 1- (1- -v], 

0 < u < 1, (2.4) 

1( v)(1- 
-1 

B[PY,(1- p)Y]BCgy,(1- q)Y -0] 
1 

F1[0,1-(1-g)Y+0,Y-¢-1,(1-p)Y,1_v,l-u], 

0 < v < u < 1. 

Here U and V are beta r.v.'s with marginal 
distribution shape parameters [py,(1 -p)y] and 
[qy,(1 -q)y], respectively, and dependence para- 
meter 0. If =0, then U and V are independent 
r.v.'s. 

The moments of U and V are given by 

s t 
E(U V )_ 

In particular, E(U) =p, Var(U)- 
p) 

, 

E(V) =q, Cov(U,V)- 1y+l) and 

P(U,V) [(1- p)(1- q)11/2. 
If R =U /V, the iden- 

tity U /V =X /Y conveniently yields the pdf of R 
given by 

where 

rPY-1B[(p+q)Y,(1-g)Y-0] 

BCPY,(1-p)Y-0]B[4Y,(1-q)Y-0] 

F[1-(1-p)Y+0,(P+0Y;(l+p)Y-0;r], 

< r 1, 

r-4Y-1BC(P+q),,Y,(1-p)Y-$] 

F[1-(1-q)Y+0,(P+q)Y;(l+q)Y-0;zl-], 

1 < r. 

(a) (b) 

F(a,b;c;x) = E (c) n' 
xn 

n =0 n 
is the Gaussian hypergeometric function of one 
variable (Gradshteyn and Ryzhik, 1965, p. 1039). 
The moments of R are given by 

s 
E(R ) 

(Y- 
In particular, 

E(R) (y- -1) 
' 

and 

Var( R)= 1 1)2] -1 

.{ PY( Y-¢- 1)[( 1- q )Y- +C(1- p)Y- $](Y- 4- 2)(qy -1) }, 

2 < 4y. 

Case 2: 

Let X, Y and P be independent beta r.v.'s 
with paired shape parameters [pgy+0,(1- p)qy -0], 
[4py+0,(1- q)py and (pgy,0), respectively 
{ 0< p< 1, 0< q< 1 ,0 <y,0<0<min[(1- q)PY] }. If 

U =XP and V =YP, then the bivariate pdf of U and V 
may be expressed as 

V(u,v) = 

v)(1- 
-1 

1 v 

( 

1 u 

B[ +0,(1- +0,(1 -q)PY] 

F1[ 0, 1+ 4-( 1- P) ,(p +q- pq)Y- 1,(1- -v], 

0 < u v < 1, (2.6) 

1( 1- u)( 
1- 

v)(1- -1 

B[ +0,(1- +4,(1- q)PY-4] 

Fl[ 1+ 1- q) ,(p +q- -u], 

0 < v < u < 1. 

Now U and V are beta r.v.'s with marginal distri- 
bution shape parameters [pgy,(1 -p)qy] and 
[gpy,(1- q)py], respectively, and dependence para- 

meter 0. Again, if = 0, then U and V are inde- 

pendent r.v.'s. 

The moments of U and V are given by 

E(USVt)- 

)t 

In particular, E(U) p, Var(U) 

E(V) = q, Var(V) - Cov(U,V) 

and p(U,V) - r(pY+1)(gY+l)11 /2. 
p(1- p)q(1 -q) 

If R = U /V, the identity U/V X/Y again yields 

the pdf of R given by 

F[1+0-(1-P)gY,2P4Y+2¢;(1+4)PY+0;r], 

fR(r) < r 1, (2.7) 

(2.5) BCP0+0,(1-p)gY-0]B[4PY+0,(1-g)PY-0] 

FC1+0-(1-g)pY,2Pgy+20;(1+p)qy+0;r], 1 < r. 
The moments of R are given by 

E(Rs)- 
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. 
In particular, 



1<pgy and 
-1) 

Var(R)= (pqY +0)(pY -1) 

.{ 
+0- 1)2 } 

-1 

. {(pY-1)(pgy +0-2)[(1- 
+4+1)[(1- q)py-0] }, 2 

Log- Normal 

Let X and Y dependent log- normal r.v.'s 
with marginal distribution shape parameters a and 
ß, and scale parameters A and B, respectively. 
For brevity, let U =X /A and V =Y /B. Then the bi- 
variate pdf of U and V is 

fU,V(u,v) - 
1 

27uvaa (1 -02 )1/2 

2(112) )2- 2 

0 < min(u,v), (2.8) 
with dependence parameter {0 < min(a,ß),I$I < 11. 

If =0, then U and V are independent r.v.'s. 

The moments of U and V are given by 
t (s2a2+t2ß2+20staß) /2 

E(U V ) =e In particular, 

E(U) = ea2/2, Var(U)= -1), E(V)= eß2 /2, 

Var(V)= -1), Cov(U,V)= e(a2 
+ß2) 

1),and 
2 2 

P(U,V)= 1) {(ea -1)(eß -1) } 
-1/2. 

If R =U /V, 
then (2.8) yields the pdf of R given by 

f 
1 

e 
2(,24.132_200) 

R 
r {27(a2+ß2- 20aß) }1 

/2 

0 < r. (2.9) 
The moments of R are given by 

s 20aß)/2 
E(R ) =e In particular, 

E(R)= 
20aß)/2, 

and 

-1). 

If (01'V1),...,(Un,Vn) are n independent 

pairs from (2.8), then the analogous results for 
nth roots of the products of log -normal r.v.'s 

U*=( U. )1 /n and =( 
/n 

i =1 i =1 
follow when the parameter set is replaced 

with (n- 1 /2a,n 
-1 /2ß,0). 

A consequence of these 
results and a property of the log- normal distri- 
bution is that the asymptotic distribution of 
R * =U * /V* is normal with mean 1 and variance 
(e2+ß2- 20aß) /n. 

D. Weibull 

The Weibull, beta -P, and beta -K r.v.'s (the 

last two r.v.'s being restricted generalized beta 
distribution r.v.'s of the second kind, Mielke 
and Johnson, 1974), utilize a generalization of 
results presented by Farlie (1960). 

Let X* and Y* be r.v.'s having closed form 
marginal cumulative distribution functions 

( CDF's). The scale parameters of X^ and Y* will be 
eliminated by the simple transformations, U 
and V =Y /B, in order to achieve brevity in expo- 
sition. Thus U and V are dependent r.v.'s having 
closed form marginal CDF's x =FU(u) and y =FV(v). 
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The joint CDF's of U and V can be expressed as 

FU V(u,v) =xy g(x,y) }. Since 05FUV(u,v)1, 

g(x,y) <g(x,y) +(xy) -1. The existence of 
ag(x,y), ag(x,Y) 

and is assumed. Also, 
ax ay axay 

since FU =FV(v) and FU V(u,m)= FU(u), then 
, , 

g(l,y)= g(x,l) =0. The monotonicity of FU 

implies xy {l- g(x,y) }]20 and 

and < 1 and 1. 

The marginal CDF and pdf of a Weibull r.v. 

Y 
U are FU(u)= (1 -e )I(0,.)(u) and 

fu(u) e- respectively, where 

(u) is an indicator function and 0<y. The 

marginal CDF and pdf of a second Weibull r.v., V, 

are identical except for replacement of the para- 
meter y by y'. The g(x,y) for this distribution 
is 

g(x,y) = cxm(1- x)ayn(1 -y)b (2.10) 
where m and n are nonnegative integers, 0<a, 0<b, 
and c satisfies the restrictions involving g(x,y). 
Thus, a,b,c,m and n are dependence parameters. 
The bivariate CDF and pdf of Weibull r.v.'s U and 

is 

FU = 

(2.11) m+l n +l 
xy -c E ( 

m +1)(n+l)(- 1)j +k(1- x)a+j(1 +k 

j =0 k =0 
k 

and 
V(u,v) 

m +l n +l 

m'+l 
n+l 

-c E (. )( )(a +j )(b +k) 

j =0 k =0 k (2.12) 

(- 1) 
j+ k( 

x)a 
+j- 1(1- 

y)b+k- 
l 

respectively. The moments of r.v.'s U and V are 
given by E(USVt) = /Y')+1] 

m+1 n+l 
(m+l)(nk -1)j+k 

k 
{1 

k = k=0 (a+j)(s 
+1(b 

+k)(t 
+1} 

. 

Let R =U /V. If U and V are bivariate Weibull 
r.v.'s with y ' , then (2.12) yields the pdf of 
R given by 

n+l 
f (r) -2 -c E (m 

+1)(a+j)(b+k) 

R k 

(- 1)J 
+k 

+j)rY+(b+k) } 
-2], 

0 < r. (2.13) 
The moments of R follow from the identity 
E(RS)= E(USV -s). 

E. Beta -P 

The marginal CDF and pdf of a beta -P r.v. U 

are FU(u) = {1- }I(0,)(u) and 

=a6ue- 1(l+u6)- 
(a+l)I(0,,)(u), 

respectively, 

where 0<a and 0 <e. The marginal CDF and pdf of a 

second beta -P r.v. V are identical except for 

replacement of the parameter set (a,8) by (a',9'). 

Using the g(x,y) chosen for the Weibull (2.10), 

the bivariate CDF and pdf of beta -P r.v.'s U and 
are again (2.11) and (2.12). The moments of 

r.v.'s U and V are given by 



E(USVt)= aa'[B(1+ é,a- é)B(l+ 

m+1 n+l 
-1)j 

+k 

j =0 k =0 

B {1+ s,a(a +j)- }B +k)- 

Again, let R =U /V. If U and V are bivariate beta -P 
r.v.'s with e =e', then (2.12) again yields the 
pdf of R given by 

fR( r)= aa' 1[B(2,a+a')F(a+1,2;a+a'+2;1 -re) 

m +1 n+1 
-c E E ( 

m+ 1)( n+l)(a+j)(b 
+k)(- +kB {2,a(a+j) 

j k =0 
+ a'( b+ k)} F{ a( a+ j)+1,2;a(a+j) +a'(b+k)+2;1 -r8 }], 

0 < r. (2.14) 

Again the moments of R follow from the identity 
E(Rs)= -s). 

F. Beta -K 

The marginal CDF and pdf of a beta -K r.v. U 

are FU(u)= {1- (1+u8)- 1 and 

u )= a0ua8- 
1(1+u8)- 

respectively, 

where 0 <a and <0. The marginal CDF and pdf of a 
second beta -K r.v., V, are identical except for 
replacement of the parameter set (a,e) by (a',6'). 

A convenient choice of g(x,y) for this distribu- 
tion is g(x,y)= cxa(1- x)myb(1 -y)n where m and n 
are positive integers, 0<a, 0 <b, and c satisfies 
the restrictions involving g(x,y). Again, a,b, 
c,m and n are dependence parameters. The bivar- 
iate CDF and pdf of beta -K r.v.'s U and V are 
FU 

V(u,v) = xy 

m n 
)( 

j+k a+j+lyb+k+l 
-c E )(-1) x 

j=0 k=0 
k 

and 

III. CONCLUDING COMMENTS 

This paper has reviewed a number of known 
results and presented some new results for the 
distributions of ratios of r.v.'s. The new re- 
sults have (i) given extensions and simplifica- 
tions of previous work involving the ratio of 
correlated gamma r.v.'s, (ii) extended Malik's 
work on the ratio of independent generalized 
gamma r.v.'s to the correlated case (iii) ex- 
tended Reitz's and Marsaglia's results to the 
general case of the ratio of correlated beta 
r.v.'s of the first kind, (iv) extended 
Aitchison and Brown's work on the ratio of inde- 
pendent log- normal r.v.'s to the correlated 
case, and (v) presented additional results for 
ratios of dependent Weibull, beta -P' and beta -K 
r.v.'s. In conjunction with this work, a number 
of new selected bivariate distributions are also 
presented. 

In applications of specific ratio distribu- 
tions [e.g., gamma (see Flueck and Holland, 1976) 
and log- normal (see Aitchison and Brown, 1966)], 
standard estimators will be appropriate. For the 
other ratio distributions, additional estimation 
procedures should be advantageous. Also, in some 
applications the use of bivariate distributions 
permitting different scale parameters (e.g., log- 

normal, Weibull, beta -P, and beta -K) should allow 
closer modeling of the data. 
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A FEW EXERCISES WITH THE LIFE TABLE FUNCTIONS 

S. Mitra, Emory University 

Abstract 

It has been observed that the average age of 
a stationary population is equal to the average 
number of years that remains to be lived by that 
population. This age or this number of years has 
been shown as approximately equal to the age at 
which the life expectancy is also equal to that 
age in number of years. Interestingly enough, 
this age can be obtained as the x coordinate 
of the point of intersection of the curves of 
the functions xt and T. Also, the tangent to 
the curve of T ,xat this intersection, crosses 
the x axis at a point which corresponds to twice 
the average age of the stationary population. 
A biproduct of this investigation is an interest- 
ing boundary condition for the ratio of the 
expectation of life at birth to the average 
age. This ratio has been found to lie between 

2t_ and 2(t..)i, where L. is the proportion 
sufviving ffom birth toxthe average age 

1. Definitions and Properties of 
Life Table Functions 

The principal life table functions are 
conveniently defined as 

(a) the proportion of survivors from 
birth to age x, such that to= 1; 

(b) = - (1 /dx), the force of 
mortality at age x; 

a 
(c) Tx = where a is the upper 

age limit at which 0; 

(d) Tx /tx is the expectation of life 
at age x. 

The following properties of the functions 
may be noted: 

(a') /dx is uniformly negative, that is 
to say, is a monotonically declin- 
ing function. Further, the curve of 

has a point of inflection, i.e., 

/dx2 equals zero for some x x'. 
This results from the lower risk of 
death usually in the age interval 
10 -15, compared to other ages 
(Mitra, 1973). 

(b') The force of mortality assumes its 
lowest value, that is, dix /dx 0 

for some x x, also in the age 
interval 10 -15 (Mitra, ibid.). 

(c') dTx /dx = - ix. 

(d') as umes its maximum value, that 
is, /dx 0 for some x x, 

usually in the age interval -5. 

From (d), Tx so that 
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dTx/dx = 
x 

(-1/tx)(dtx/dx)éx+txdex/dx 

-14 - déx /dx) 

Equating (1) with (c') and solving 

déx/dx 1 

(1) 

(2) 

The maximum life expectancy corresponds to age 
where, 

It was shown earlier (Mitra, ibid.) that 

< k < x'. 

2. Average Age of a Stationary Population 

(3) 

Interpreting the life table functions 
and Tx as the population sizes in the age 

intervals x to x+dx and ages x and above 
respectively in the corresponding stationary 
population, the average age can be defined 
as Mitra, 1965) 

m 

a a 

dx/I txdx xi. xdx/TO (4) 

Integrating by parts, the integral 

a a a 

x = xdTx = + Txdx Txdx (5) 

as Ta Since Tx (5) can be re- 
written as 

a a a 

Rdx t dx 
x x 

0 
I:TXdX 

0 

Accordingly, (4) can be expressed in two 
different ways, namely, 

x Xdx/T0 Xéxdx/To 

(6) 

(7) 

The last expression in (7) can be interpreted as 

the average number of years that remains to be 
lived in the stationary population. Thus, the 

total population T0, that on an average, is m 
years old, can expect to live for an additional 
m number of years, again from the perspective of 
an arithmetic average. 



3. Expectation of Life at Age m 

Although, the average age of the population 
is m and so is the average life expectancy, 
it does not follow that the life expectancy at 
the exact age m is also m, although, intuitively, 
that seems to suggest itself. It can, however, 
be shown that, under certain simplifying 
assumptions, the equality of the two is, at 
least, a reasonable approximation. The 
assumptions are the same as those that are made 
to derive the expected value of a function of a 
variable, namely, that, the function has a 
Taylor's expansion and further, the higher 
moments or higher derivatives or both of the 
variable concerned, are relatively small. In 
other words, assuming Taylor's expansion of a 

function f(x) at x = m E(x), and taking 
expected values, 

E [ f (x) ] f(m) + 

E (x -m)r 
fr(x) 

r =2 r! x =m (8) 

since E(x -m) = O. Further, when second and 
higher order moments or the second and higher 
order derivatives or both are small, 

E[f(x)] = f(m) (9) 

It is well known that is a continuous and a 
smooth function of x, añd hence the assumption 
of Taylor's expansion can be held. Also the 

derivative of decreases smoothly from a 
value of 0 at maximum life expectancy to a value, 
no smaller than -1 at the last age (see equation 

2), because is nonnegative in the entire 
age range. Accordingly, the second derivative 
is quite small (of the order of 1 /a) and the 
higher order derivatives are even smaller. Thus, 
the second term of (8), namely, 

f "(x)x =m is expected to be small for f(x) = 

ex and therefore, can be neglected for all 
practical purposes. The higher order terms 
will be even smaller and therefore, 

E(ex) ) 
x=m m 

(10) 

where stands for approximate equality. 
Alternatively, the average age can be approxima- 

tely determined as the x or the y coordinate 
of the point of intersection of the line y = x 

and the curve y = (at which é_). 

These parameters obtained from appropriate 

life tables (Keyfitz and Flieger, 1971) are 

presented in Table 1 for a few countries, 
covering a wide range of variation of patterns 
of mortality. 

It may be noted that m is uniformly greater than 
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by about half a year for all mortality levels. 
Part of this bias must have resulted from the 
computational procedure based on the approximate 
equality 

Txdx (Ta + Ta+5) 

in which, the right hand side uniformly over- 
estimates the integral because the curve of T 

is concave upwards. In any event, the empirical 
demonstration of the near equality of and m, 
verifies the theoretical formulation arrived 
at in expression (10). 

4. The Curves of Tx and xix 

The definite integrals of the functions T and 
xi over the entire age range were earlier 
shown to be equal (see expression 6), however, 
the curves that they generate are quite 
different and have some interesting features. 

The derivative of T is -k which is 
uniformly negative, assumes theXvalue of -1 at 
age 0, slowly decreases thereafter and becomes 
equal to 0 at the highest age a. Simultan- 
eously, the function T declines to zero from 
a maximum value of T0. 

The function xi , on the other hand, 
assumes its lowest válue of zero at both extremes 
of the age interval. Its derivative 

dx 
x(1-xpx) 

indicates a maximum value of the function at 
some x = x" where 

x" = 1/px 

(12) 

(13) 

X 

Figure 1. The Curves of and Tx 



at which the function xi assumes its maximum 
value of /p ,,. Because of the nature of the 
functions and p , the function xi has only 
one thus the curve of thé function 
is bell shaped. 

The general nature of the curves of Tx and 
xix may be studied from Figure 1. 

a. The Point of Intersection 

The point of intersection between xi and 
T has an interesting feature. At this point, 

(14) 

and as was shown earlier, this happens at 
x = where is a close approximation of the 
average age m of the stationary population. 

It can be shown that in most cases, x < x 
where the latter age corresponds to the maximum 
value of xis. This is so because, in the 
neighborhood of age R, the life expectancy is 
usually a declining function of ags so that, 
its derivative (see expression 2) 1 is 

negative at x = R. Since = , 

x 

1 = 1 < 0 (15) 

so that (12) is positive at x = and therefore, 
R < X". 

b. The Tangent to Tx 

The tangent to TX meets the x axis at a 
point, the x coordinate of which is (because 
the derivative of TX is -ix), 

(16) 

Therefore, the tangent at TR is + = 2R 
which must intersect the y axis at 2TR. Since, 

the curve of is concave upwards. 

2TR < TO (17) 

(col. 6, Table 1), which means that more than 
half of the population is less than years 

old. In other words, the median age is less 
than the average age, an expected result in 
view of the shape of Tx. 

Incidentally, the area of the right 
triangle with sides TO and 2R is also a close 
approximation of the area of the curve bounded 
by Tx as well as that by over the age 
interval, (0,a). Also, the area of the right 
triangle with the tangent at (x, Tx) as 

the hypotenuse and, therefore, sides of 

lengths x + ex and is given by 

(x2, + Tx) (x + 

2 

(18) 
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At x = O, 

Now, 

A(0) = T02 2 
(19) 

di 

dx ) 2 dx (x) + (x+Tx)exux) (20) 

= 2 [-x Xux(x+ex) + (x (21) 

= 2 2 
-x 

2 
) (22) 

Thus, the derivative is positive, as long as 
0 
ex > x, vanishes at x = and becomes negative 
thereafter. The maximum value of the area 
is therefore, 

A(R) = 2RTX < RT0 (23) 

because of (17). Combining (19) and (23), the 
inequality 

T02 < 47[2 (24) 

is obtained, which can be rewritten as 

T0 
< 2 

X X 

Noting from (17) that 

< T0 

(25) can be combined with (26), to produce 

< < 

(25) 

(26) 

(27) 

5. Average Age and Expectation of Life at Birth 

Since TO = is the expectation of life 
at birth, (27) establishes an interesting 
inequality relationship between e0 and the 
average age of the stationary population R. 

It may mentioned in this context that 

usually, > which, because of (27), 

requires that > (Table 1, cols 2, 4 and 

5). However, it is also seen that the difference 

between and decreases with é0, and as 

could also be expected from the inequality 

relationship, and are positively associat- 

ed as well. It is therefore quite possible for 

expectations of life, lower than that shown in 

Table 1, to be less than x. In fact, for the 

UN model life table (1956), level 0, the average 
age waQ found to be 23.5 years corresponding to 

the life expectancy of only 19.8 years and an 



X, as low as .37. 

few countries in the 

expectancy that low, 

Although, there are very 

world today with a life 

> x is at most, an 

empirical reality whereas, the actual mathe- 

matical relationship between the two can, at 
present, be expressed in the form of a boundary 
condition shown in (27). Further investigation 
is needed to find out the possibility or other- 
wise of improving this inequality relationship. 
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TABLE 1. Average Ages of Stationary Populations (m), Life Expectancies 

e0, = and T- for a Few Selected Countries (males onlyX 

Country e0=T0 

(1) (2) (3) (4) (5) (6) 

Cameron, 1964 34.2 28.0 27.6 .57 15.7 

Indonesia, 1961 (incl. West Irian) 44.1 32.1 31.7 .66 20.9 

S. Africa, 1961 (colored) 49.8 33.1 32.6 .74 24.1 

Phillipines, 1960 55.4 35.7 35.2 .76 26.8 

Chile, 1967 59.2 35.0 34.5 .84 29.0 

Japan, 1966 68.5 36.6 36.0 .94 33.8 

Denmark, 1967 70.7 37.4 36.8 .95 35.0 
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ASKING SINGLE WOMEN ABOUT THEIR CHILDREN: THE CENSUS BUREAU'S EXPERIENCE 

Maurice J. Moore, U.S. Bureau of the Census 

Census Surveys 

The Bureau of the Census made its first 
inquiry into the childbearing experience of 
single (never -married) women in the decennial 
census of 1970 [1]. In both the 15- percent and 
the 5- percent samples all women 14 years old and 
over (with exceptions noted below) were subjects 
for the question "How many babies has she ever 
had, not counting stillbirths." In previous 
censuses where a similar question was asked, the 
question applied only to women who had ever been 
married. 

The second venture, by way of a "pretest," 
was the June 1975 marital and fertility history 
supplement to the Current Population Survey 
(CPS) [2]. Single women 18 to 75 years old were 
asked about children already born, if the women 
were in that portion of the sample that was not 
to be interviewed again as part of the CPS. The 
experimental subsample included 832 women, about 
one -eighth of the entire sample of single women. 

Finally, in June 1976, the question con- 
cerning the number of children born to date was 
extended to all single women 18 to 59 years old 
who fell into the Current Population Survey [3]. 
Detailed tabulations from the 1976 survey are 
expected to be published early in 1977. 

In the 1970 census, about 60 percent of the 
population was enumerated by a mail- out/mail- 
back procedure. Both 100 percent forms and 
sample forms were distributed by mail in advance 
of census day [4] The forms were to be filled 
out by a responsible member of the household and 

returned by mail to a data collection center. 
In these self- enumeration situations, if all 
sample items were fully reported, the number of 
children ever born would be reported for all 
single women 14 years old and over in the house- 
hold. 

Forty percent of the population was enumer- 
ated in 1970 by the conventional procedure of 

direct interviewing. Forms containing the 100 
percent items were delivered by mail, with 
instructions to fill them out and wait for a 
census enumerator who would call to collect them. 
Enumerators also brought with them sample 
schedules to be filled out in selected households 
at the time of the visit [ 5 ]. In these direct 
interview situations, the enumerator's instruc- 
tions stated that the question about children 
ever born was to asked regarding a single 
woman unless that woman had one or more children 
living in the household with her [ 6 ]. 

Response rates for single women in the 1970 
census are shown in tables 1 and 2. About 70 
percent of single women had a report for 
number of children ever born, with somewhat 
lower rates of response occurring among women 30 
years old or over and especially among those 45 
years old or over. Table 1 indicates that the 
overall rate of response was about the same 
among Blacks and Whites: 71.8 percent for 
Blacks and 70.4 percent for Whites. Table 2 
shows that, despite interviewer instructions to 
the contrary (which were stated in an unempha- 
sized manner in the middle of a big instruction 

Table 1.- Response Rates for Single Women to Questions on Children Ever Born: 1970 Census 

Age of woman 

All races White Black 

Single 
women 

Percent 
reporting 

Single 
women 

Percent 
reporting 

Single 
women 

Percent 
reporting 

Total 15,604,425 70.6 13,328,860 70.4 2,051,428 71.8 
15 to 17 years 5,553,582 70.4 4,753,084 70.7 729,471 68.7 
18 and 19 years 2,804,666 74.0 2,410,507 74.1 354,934 74.1 
20 and 21 years 1,763,105 74.7 1,504,522 74.5 228,016 76.4 

22 to 24 years 1,267,771 73.7 1,053,724 73.1 188,379 77.3 

25 to 29 years 827,906 71.5 646,466 70.5 161,636 76.0 

30 to 34 years 435,897 68.3 338,370 67.3 88,101 73.0 

35 to 44 years 672,255 67.1 546,154 66.1 114,850 71.8 

45 years and over 2,279,243 62.9 2,076,033 62.9 186,041 63.9 

Source: U.S. Bureau of the Census, 1970 Census of Population, Subject Report PC(2) -3A, "Women by 
Number of Children Ever Born," table A -2. 
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Table 2.- Percent of Single Women Reporting on Number of Children Ever Born, by Type of Enumeration 
Area and Whether Own Children Are Present: 1970 Census 

(Based on 5- percent sample) 

Presence of 
children and 
residence 

Mail out/mail back 
enumeration areas 

Conventional 
enumeration areas 

White Black White Black 

NO OWN CHILDREN PRESENT 

Number of women 8,613,333 1,174,607 4,563,274 591,464 

Percent reporting 71.1 68.5 68.8 68.8 

WITH OWN CHILDREN PRESENT 

Number of women 98,209 202,203 54,044 83,154 

Percent reporting 83.4 91.7 79.0 91.9 

Source: Unpubli shed records from the 1970 census 

book), responses were obtained from a very large 
percentage of single women in the conventional 
enumeration areas. In fact, response rates were 
about the same both in mail -back and in conven- 
tional areas. 

Table 3 presents rates of NONresponse (to 
emphasize differences) to the question on 
children ever born from the experimental portion 
of the June 1975 CPS and from the entire sample 
of single women in the June 1976 CPS. In the 
QPS, unlike the 1970 census, all data are 
collected in a direct interview situation, 
although the interview may take place by tele- 
phone and information about childbearing to date 
may be reported by the woman in question or by 
some knowledgeable person in the household. 
Rates of nonresponse were unexpectedly low at 
9.9 percent overall in 1975 and 7.7 percent in 
1976. These rates compare quite favorably with 
the corresponding nonresponse rates for ever - 
married women in the same surveys, 7.8 and 6.8 
respectively. No consistent patterns of non- 
response for 1975 and 1976 clearly emerge when 
the data are classified by age, education, and 
region of residence. Overall, in both surveys, 
responses about previous childbearing were 
slightly harder to obtain for White single women 
than for Black single women, although the 1976 
difference is marginal. 

There is also available some evidence of a 
nonnumerical character regarding public toler- 
ance for a question on past fertility of single 
women. During the 1975 survey, official 
observers of field interviews were asked to be 
alert to reactions to the material in the June 
supplement. While some of the interviewers and 
other Census Bureau field personnel seemed to 
be nervous about the prospect of asking single 
women questions about their past fertility, no 
observer reported any resistance from the 
persons interviewed. Moreover, to the best of 
the author's knowledge, neither the Census 
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Bureau nor any other govenmental body has 
received any complaints from the public about 
the fact that single women were included in the 
survey concerning children born to date. 

Reliability of Fertility Data for Single Women 

At present there are very few ways to 
check on the overall reliability of census data 
on the fertility of single women. The Census 
Bureau has no experience prior to 1970 on which 
to base a comparison. A content reinterview 
study after the 1970 census did follow up on 
fertility reports for ever -married women, but 
no attempt was made to the same for single 

women. Moreover, the only sure guarantee of a 

content reinterview is consistency, not accuracy. 
Other national fertility surveys have been 
limited to married women. Data on illegitimacy 
published in Vital Statistics are not strictly 
comparable to census data on premarital 
fertility. Hence, the census data permit only 
limited validation. Some attempts at this 
follow. 

Table 4 shows mean numbers of children ever 
born to single women, as tabulated from the 1970 
census. Rates for White women are substantially 
lower than those for Black women. Averages 
increase with age until a peak is reached for 
women in their thirties (who would have been in 
their highly fertile years during the "baby 
boom "); then the rates taper off with increas- 
ing age. The substantial difference by race is 
supported by information available from birth 
registrations [7.]. The variation in fertility 
patterns by age parallels that among ever - 
married women. 

Table 5 compares the results of recon- 
structing annual numbers of births from the 1970 
census with births reported in Vital Statistics. 
Since the registration of births is estimated to 
be over 99 percent complete for the years shown 
in table 5 [ 81, the number of total births 



Table 3. Nonresponse Rates for Single Women to the Item on Children Ever Born in the June 

1975 and June 1976 Current Population Surveys 

All races White Black 

Subject Number of 
women 

(thousands) 

Percent 
not re-,/ 
porting- 

Number of 
women 

(thousands) 

Percent 
not 
porting- 

Number of 
women 

(thousands) 

Percent 
not re-,/ 
porting- 

June 19752 

Total 1,348 9.9 1,115 10.5 214 7.5 

Age of woman 

393 
478 

11.7 
6.9 

331 
377 

11.5 

7.4 
56 
88 

(B) 

6.8 
18 and 19 years . . . 

20 to 24 years 
25 to 29 years 135 11.9 .112 14.3 24 
30 years and over . . . 340 10.9 294 11.9 47 

Years of school completed 

303 9.6 223 9.4 75 10.7 o to 11 years 
12 years 525 10.3 429 11.7 93 4.3 
13 to 15 years . . . . 339 9.4 302 9.9 29 (B) 

16 years or more . . . 

on 

180 10.0 160 9.4 17 (B) 

Northeast 400 12.5 338 13.0 62 
North Central 355 9.6 316 10.1 39 
South 368 10.1 264 11.0 99 8.1 
West 224 5.4 196 6.1 14 (B) 

June 1976 

Total 10,694 7.7 8,646 7.9 1,824 7.0 

Age of woman 

3,286 8.6 2,742 8.2 494 11.1 18 and 19 years . . . 

to 24 years 4,186 7.0 3,385 7.5 702 5.0 

25 to 29 years 1,351 6.3 1,030 6.5 280 5.3 
30 to 59 years 1,871 8.8 1,489 9.3 348 6.9 

Years of school completed 

2,015 7.7 1,345 9.3 635 4.2 0 to 11 years 
12 years 4,409 8.1 3,555 8.1 781 8.6 
13 to 15 years . . . . 2,783 7.3 2,403 7.2 306 8.7 
16 years or more . . . 1,486 7.3 1,344 7.5 102 7.7 

Region 

Northeast 2,883 8.6 2,461 8.5 387 10.4 
North Central 2,830 8.2 2,415 8.2 389 7.3 
South 3,012 5.7 2,091 6.3 905 4.3 
West 1,969 8.9 1,679 8.6 143 14.4 

B Base less than 75,000. 

The term nonresponse rates shown in this table are based on single women in households where 
interviews were conducted. Interviews were not obtained from 4.7 percent of the occupied sample 
households in the June 1976 survey. Of the occupied sample households in which interviews were 
not obtained, slightly over half of the noninterviews (2.5 percent of all occupied households) 
were due to refusals to cooperate with any part of the Current Population Survey. 

Data limited to experimental portion of the sample. 

Source: Forthcoming Bureau of the Census reports on the June 1975 and June 1976 Current Population 
Surveys. 
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recorded by Vital Statistics may be taken as the 
benchmark against which to judge other estimates. 

Regarding total births to women of all 
races, including both legitimate and illegiti- 
mate births, the 1970 census consistently 
exceeds the Vital Statistics estimates for the 
years 1965 to 1969 by up to 3 percent. This 
suggests some small bias in the Census Bureau's 
reconstruction of the fertility histories of 
women. The number of births based on the 
reconstructed fertility histories of the 1970 

census depends on the number of women counted 
in 1970. Since mortality will have made some 
small inroads on the number of women who were 
alive in each of the years from 1965 to 1969, 
one would expect census estimates to fall short 
of estimates based on vital registrations. 
Sampling variability, both in the census esti- 
mates and in those from Vital Statistics, could 
account for some of the relatively small 
differences in numbers of total births, but it 
is unlikely to account for the fact that the 
census numbers consistently differ from vital 
registration numbers in the direction opposite 
from that expected. 

The number of first births estimated by 
the census for 1969 exceeds that from Vital 

Statistics by about 3 percent; otherwise census 

numbers fall short of Vital Statistics by up to 

3 percent. Differences between the 1970 Census 
and Vital Statistics are somewhat more pro- 
nounced when racial differences are taken into 

account. 

When the comparison between the 1970 Census 
and Vital Statistics concerns "illegitimate" 
first births, the basis for comparison is less 

Clear. The only type of illegitimacy that can 

be inferred from census data is that which 

occurs prior to the first marriage of the child's 
mother, whereas Vital Statistics data include 
all reported instances of births out -of- wedlock, 
regardless of the mother's marital status at the 
time. In addition, census data include reports 
from women in all States of the union, but not 
all States report to the Office of Vital 
Statistics on the legitimacy status of births. 
In 1965, 16 States did not make such reports; 
by 1969, the number of nonreporting States had 
been reduced to 11. However, data reported by 
Vital Statistics do include estimates of the 

Table 4.- Children Ever Born Per 1,000 Single Women: 1970 Census 

Subject All races White Black 

15 to 17 years old: 
Women 5,553,582 4,753,084 729,471 
Children per 1,000 women 23 10 105 

18 and 19 years old: 
Women 2,804,666 2,410,507 354,934 
Children per 1,000 women 67 32 302 

20 and 21 years old: 
Women 1,763,105 1,504,522 228,016 
Children per 1,000 women 117 53 531 

22 to 24 years old: 
Women 1,267,771 1,053,724 188,379 
Children per 1,000 women 217 110 813 

25 to 29 years old: 
Women 827,906 646,466 161,636 
Children per 1,000 women 428 208 1,306 

30 to 34 years old: 
Women 435,897 338,370 88,101 
Children per 1,000 women 595 263 1,871 

35 to 39 years old: 
Women 337,144 267,297 63,510 
Children per 1,000 women 593 271 1,939 

40 to 44 years old: 
Women 335,111 278,857 51,340 
Children per 1,000 women 460 236 1,659 

45 to 49 years old: 
Women 334,549 289,137 40,708 
Children per 1,000 women 352 203 1,379 

50 years old and over: 
Women 1,944,694 1,786,896 145,333 

Children per 1,000 women 224 157 1,008 

Source: U.S. Bureau of the Census, 1970 Census of Population, Subject Report 

PC(2) -3A, table 65. 
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number of illegitimate births which occur in 

the nonreporting States [ 9]. If the Vital 

Statistics estimates can be accepted as a reason- 

ably accurate estimate of illegitimate first 

births in the United States [10], then the 1970 
census method of reconstructing fertility 
histories overestimates the number of illegiti- 

mate first births occurring in 1969 by about 
13 percent and underestimates them by about the 

same amount for 1967 and 1968. The census 

overestimate for 1969 is all the more suspect, 
given the fact that census data do not include 
illegitimate first births occurring to women 

after'the date of their first marriage. Thus, 

it appears that the 1970 census provided the 
basis for a reasonably accurate reconstruction 
of total births for each of the years from 1965 
to but was less effective in terms of 
estimating the numbers of premarital births. 
To what extent deficiencies are due to the 
relatively greater sampling variability among 
the numbers associated with illegitimacy, 
to deliberate misreporting of pertinent informa- 
tion on the census schedule, and to the Census 
Bureau's procedures for imputing values for 
missing information is something which, in 
practical terms, is undeterminable. 

In another attempt to assess the validity 
of data collected by the Census Bureau, I have 
compared in table 6 the distributions and mean 
numbers of children ever born from the 1970 
census with those from the June 1976 CPS. Among 
the percentages childless for the several age/ 
race groupings, some differences are statisti- 
cally significant; on the other hand, the 
percentages childless bear a marked similarity 
for the two different surveys. Even for average 
numbers of children ever born (shown in the last 
column), the similarities between the two 
surveys are quite strong, with the exception of 
the women 25 to 29 years old. Although there is 
no necessity for population paramaters of this 
sort to remain the same over a period of 6 

years, such statistics generally do change 
slowly and the inner consistency of the census 
data provides some basis for confidence in the 
quality of the data. 

Summary 

In the course of this paper I have reported 
on the experience of the Census Bureau in an 
area of inquiry that is still in its infancy, at 

least as regards national level fertility 

Table 5.-1970 Census and Vital Statistics Estimates of Annual Total 
Births, 

First Births, and Illegitimate First Births, 1965 to 1969. 

Race and year 

Total births 
(thousands) 

First births 
(thousands) 

Illegitimate first 
births 

( thousands) 

1970 Vital 
Census Statistics 

1970 
Census 

Vital 1970 Vital 

Statistics Census- Statistics 

All Races 

1969 3,700 3,600 

1968 3,540 3,502 

1967 3,526 3,521 
1966 3,606 3,606 

1965 3,848 3,760 

White 

1969 3,066 2,994 

1968 2,943 2,912 

1967 2,941 2,923 

1966 3,017 2,993 

1965 3,194 3,124 

Black 

1969 567 543 

1968 535 531 

1967 526 544 

1966 528 558 

1965 590 581 

1,392 1,353 

1,280 1,311 

1,223 1,228 

1,192 1,224 

1,154 1,160 

1,147 1,144 

1,064 1,104 
1,025 1,037 

1,012 1,043 

978 988 

217 
191 
177 

160 
159 

199 

187 
174 
165 

155 

253 
191 

166 

147 
141 

123 

90 
79 

77 

73 

120 

94 

83 
66 
64 

223 
213 

189 
NA 
NA 

115 

113 

99 
NA 
NA 

1042/ 

NA 
NA 

Restricted to first births calculated as occurring before first marriage. 

2/ 
Data refer to races "other than White." 

NA Not available 

Source: U.S. Bureau of the Census, 1222 Census of Population, Subject Report 
PC(2) -3B, 

"Childspacing and Current Fertility," tables 66 and 68; National Center 
for 

Health Statistics, Vital Statistics of United States, Vol. I, for the 

stated years. 
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surveys. I have tried to support the position 
that inquiring into the previous childbearing 
experience of single women will not result in 
unacceptably high rates of nonresponse, at least 
when the questioning is limited to numbers and 
birthdates of children. Nevertheless, there are 
some good reasons for suspecting that the 

quality of Census data on premarital fertility 
is not quite as good as that on fertility after 
first marriage [11]. As more experience is 
gained in conducting fertility surveys among 
single women, we should come into a position to 
make better evaluations of the quality of the 
data. 

Table 6.-- Children Ever Born to Single Women 18 to 29 Years Old as Reported in the 1970 Census 
and the June 1976 Current Population Survey 

Age and race 

1970 Census June 1976 Current Population Survey 

Percent by number of 
children ever born 

Total 0 1 2 or 
more 

Children 
ever born 
per 1,000 
women 

Percent by number of 
children ever born 
Total 0 1 2 or 

more 

Children 
ever born 
per 1,000 
women 

18 To 24 Years Old 

All races 100.0 92.6 7.4 115 100.0 91.0 6.3 2.7 126 

White 100.0 96.6 2.4 1.0 58 100.0 96.2 3.0 0.8 48 

Black 100.0 68.8 19.5 11.7 494 100.0 64.7 23.1 12.2 518 

ALL RACES 

18 and 19 yrs. old 100.0 95.0 5.0 67 100.0 94.2 4.8 1.0 69 

20 and 21 yrs. old 100.0 91.9 5.7 2.4 117 100.0 91.0 6.0 3.0 129 

22 to 24 yrs. old 100.0 88.1 7.1 4.8 217 100.0 85.6 9.3 5.2 220 

25 to 29 yrs. old 100.0 81.1 8.7 10.2 428 100.0 80.9 9.8 9.3 358 

Source: U.S. Bureau of the Census, 1970 Census Population, Subject Report PC(2) -3A, table 65; 
forthcoming Bureau of the Census report on the June 1976 Current Population Survey. 

1. See U.S. Bureau of the Census, 0 Census of 
Population, Subject Reports PC(2 -3A, 
by number of Children Ever Born," and 
PC(2) -3B, "Childspacing and Current Fertil- 
ity." 

2. U.S. Bureau of the Census, Current Popula- 
tion Reports. Series P -20, "Fertility of 
American Women: June 1975" (forthcoming). 

3. U.S. Bureau of the Census, Current Popula- 
tion Reports, Series P -20, "Prospects for 
American Fertility: June 1976" (forthcoming). 

4. U.S. Bureau of the Census, Census of 

Population and Housing, PHC(R) -1, "Proce- 

dural History," pp. 1 -6. 

5. Ibid., pp. 1 -7. 

6. U.S. Bureau of the Census, "Questionnaire 
Reference Book, Census '70," p. 41. 

7. National Center for Health Statistics, Vital 

Statistics of United States 1971, Vol. 1- 

Natality, table 1 -30. 
8. Ibid., table 1 -19. For a discussion of the 

completeness of birth registrations, see 

ibid., p. 4-13. 

9. Ibid., pp. 4 -10 and 4 -11. For a discussion 

of the problems associated with the NCHS 

estimates of illegitimate births for non- 
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Illegitimacy: United States - 1940 -1965," 

p. 1 -2; and Phillips Cutright, "Illegiti- 

macy in the United States: 1920- 1968," 

in Commission on Population Growth and the 
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ON THE CHOICE OF A RANDOMIZATION TECHNIQUE 
WITH THE RANDOMIZED RESPONSE MODEL 

Mark Moriarty, University of Iowa 
Frederick Wiseman, Northeastern University 

The randomized response model has been suggested 
as an appropriate data collection method when 
there is a belief that respondents may be unwill- 
ing to identify themselves as a member of some 
stigmatizing group, A. The basic model was first 
proposed by Warner [5] in 1965 and since that 
time a number of variations of the model have 
been proposed. 

In Warner's original version, a respondent was 
presented with two statements: 

I in A 

S2: I am not in A 

and asked to respond to either Si or S2 depending 
upon a randomization whose outcome was known only 
to the interviewee. The two statements, Si and 
S2, would be responded to with known probabili- 
ties P and 1-P, respectively. An estimate of 

the unknown proportion in the population in A 
is estimated by: 

+ P - 1 
A 2P - 1 

with an estimated variance of 

v(IIA) 
a(1 

where is the percentage of "yes" responses in a 
random sample of size n. 

Simmons [4] proposed an alternative model which 
has been labelled the 'Unrelated Question Method." 
Here, the respondent, after completing a random- 
ization responds to either 

S1: IaminA 

S2: am in Y 

where membership in Y is assumed to be totally 
innocent and non -stigmatizing. Also, it is gen- 
erally assumed that Hy, the proportion in the 
population in Y, is known. 

This paper will only consider the Simmons' model, 
but the principles to be outlined should hold for 
all randomization schemes. In the Simmons' model 

- +PR 

HA = 

and 

v(ñA) _ 

In the design of the model, the researcher has 
the liberty to choose the values of P and Hy. 

Lanke [2] has concluded, based on the findings of 

Greenberg et al. [1], Moors [3], and his own re- 
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search, that the following selection guidelines as 
to the value of P and Hy should be used: "choose 
P as large as you dare and choose Hy as small as 
you dare." However, Lanke states that while it is 
true that P should be chosen as large as possible, 
in practical terms the following must hold: 

Pr (AlYes response) 6 

else the respondent may either give false answers 
or fail to cooperate. 

In the present case in which Hy is known: 

Pr(AlYes response) - 
(1 - 

and based on Lanke's reasoning, if this value is 
low, the likelihood of cooperation and truthful 
reporting is likely to be high. However, for 

fixed HA and Hy, the researcher desires that the 

quantity be large because as P increases, 

Pr (AlYes response) increases. That is, if we let 
P increase by X then it can be shown that: 

(P + X)IIA 

PIIA+ (P+X)IIA+ 

for all relevant X. So the resulting conflict is 

that the researcher wants P to be large because of 

improved precision, but the larger the value of P, 

the less likely truthful reporting will result. 

A Possible Solution 

A possible solution to the conflict previously 

posed results when one considers that there are 

two relevant P values that must be considered. 

These are: 

P = true probability that the respondent will 

be required to answer the sensitive ques- 
tion 

P* = respondent's perceived probability that 

he will be required to answer the sensi- 

tive question. 

Thus, for the respondent, the relevant quantity 

and decision rule becomes: 

* 
P 
* 
H 
A 

if Pr (AlYes response) - * 6, 

P IIA +(1 -P 
cooperate and answer truthfully; 

* 
if Pr (AIYes response) > 6, either fail to 

participate or participate and answer untruthfully 
if a "yes" response is required as a result of the 

randomization. Now if a randomizing device can be 
found for which: 

P < P 



a possible resolution can be found. That is, a 

good randomizing device will have as one of its 
properties that the true probability that the re- 
spondent will be required to answer the sensitive 
question is considerably larger than the per- 
ceived probability that the sensitive question 
will have to be responded to. 

Empirical Results 

In order to search for a randomizing device with 
the above characteristic, four devices were tes- 
ted on a sample of n = 100 undergraduate business 
students at two major universities who had no 
prior instruction in probability. These devices 
were: 

(1) roll two dice and add the totals 
(2) pick one poker chip from a box contain- 

ing one white, one red and ten blue 
chips 

(3) spin a spinner 
(4) pick three cards with replacement from a 

full deck. 

For the respective devices, respondents were 

asked to assess the likelihood that: 

(1) the sum of the dice will be between four 
and ten 

(2) a blue chip will be picked 

(3) the dial will land in the shaded area 
(4) the cards selected will not all be the 

same color. 

The results obtained can be found in Table 1 in 

the form of perceived frequency distributions. 
For each randomization procedure, there was a 

substantial amount of variation. 

Table 1 

From an examination of Table 1, it appears that 
the first device -- rolling two dice and adding the 
totals --has all the desirable properties of a good 
randomization device: 

(1) it is easy to understand as only know- 
ledge of simple addition is required; 

(2) it produces good randomization; 
(3) its P value is large, .83, but most re- 

spondents had P* .80 with median value 
of .70. Further, for only 9 percent of 

the sample was the perceived probability 
larger than the actual probability. 

The second device, picking a poker chip from a 
box, had relatively little variability in the per- 
ceived probabilities with slightly more than two - 
thirds of the respondents assessing the true prob- 

ability as being between .81 and .90. 

Confusion existed for the third randomization pro- 
cedure where the probability of landing in the 
shaded area was .875. A relatively large percent- 

age, 29 percent, indicated that they thought the 
probability was actually less than .50. This 

phenomena is rather difficult to explain. How- 

ever, one possible explanation is that some re- 

spondents misread the instructions and estimated, 

instead, the probability that the dial would land 

in the non -shaded area. This hypothesis, if 

valid, would cause one to eliminate such a device 

as a possible randomization procedure. 

The fourth procedure, picking three cards from a 

full deck, produced a large amount of variability. 

The major drawback that it had was that approxi- 

mately 33 percent of the respondents had P* > P. 

Randomizing Devices Tested 

Device 1 Device 2 

Roll 2 dice and 
add the totals 

Pick 1 chip from a 
box containing 1 

white chip, 10 blue 
chips, and 1 red 

chip 

Device 3 

Spin the following 

spinner 

Device 4 

Pick 3 cards with 
replacement from 
a deck of 52 

Question: What is the 

probability that the 
total is between 4 and 
10? 

Question: What is the 

probability that you 
will pick a blue chip? 

Perceived probability 

No idea 

.01- .50 

.51- .60 

.61- .70 

.71- .80. 

.81- .90 

.91 -1.00 
TOTAL 

Theoretical Probability 

Question: What is the 

probability that the 
dial will land in the 
shaded area? 

Question: What is 

the probability that 
the 3 cards will not 

be all red or all 

black? 

f2 f3 f4 

10 3 7 18 

10 6 29 32 

10 3 5 

24 0 6 5 

22 10 8 13 

17 68 39 21 

7 13 8 6 

100 100 100 

.833 .833 .875 .750 
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Example: 

Suppose in a situation we hypothesize that 

and = and we wish to estimate the 

proportion of students who have used LSD within 
the last year. Using the data from the previous 
study we would ask each respondent to "Flip two 
dice and add the totals," and then proceed ac- 
cording to the following instructions: 

- If the sum is either 4, 5, 6, 7, 8, 9, 10 
respond to "I have used LSD in the last 
year." 

- If the sum is either 2, 3, 11, 12 respond 
to "My birthday is in either January or 
April." 

For this randomization 

Pr(AIYes response) = - .75. 

However, the typical respondent does not use the 
true probability of answering the sensitive ques- 
tion, 5/6, but rather instead uses a value of .7 

(see Table 1) and computes 

* 10 (10) 
Pr (Al Yes response) = 

1\ 
.58. 

10,6 

As a consequence, based on Lanke's reasoning, it 

is likely that now greater cooperation and more 
truthful reporting will result. 

Conclusion 

It is obvious that randomization procedures exist 
for which P*< P . This paper has shown the im- 
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portance of using a device in which the perceived 
probability of answering the sensitive question 
is less than the actual probability. Based upon 
a limited sample of n = 100 students, the results 
suggest that one promising randomization device 
is one in which two dice are thrown and the rele- 
vant quantity is the sum of the two outcomes. 

Further investigation and extensions are clearly 
warranted in this area. 
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SEXUAL EXPERIENCE, CONTRACEPTIVE USAGE, AND SOURCE OF CONTRACEPTION FOR NEVER- 
MARRIED WOMEN: ALBANY (NY) HEALTH REGION 

Leo Morris, Judy Conn, George Stroh, and Melita Gesche 
Center for Disease Control and New York State Health Department 

INTRODUCTION 
Twenty -three percent of never - married women 

aged 15 -19 and 71% aged 20 -44 in the Albany New 
York Health Region (AHR) were estimated, as of 
1974, to have had some coital experience. This 
estimate is based on data obtained through in- 
terviews of an area -probability sample of the 
15- to- 44- year -old female population living in 
the 18- county AHR. The survey area was divided 
into 2 segments --the Albany- Schenectady -Troy 
Standard Metropolitan Statistical Area (SMSA)- - 
which includes 4 counties and slightly over 50% 
of the population in the AHR; the remaining 14 
counties of the health region were classified as 
non -SMSA. This division is essentially an urban - 
rural split of the health region. The survey in- 
cluded 2,291 respondents, of which interviews 
were completed for 2,059 (90 %), both married and 
unmarried. In the SMSA, 87.4% of women eligible 
for interview were interviewed, and in the non - 
SMSA 94.0 %. Refusals accounted for only 4.3% of 
the incomplete interviews in the SMSA and 2.8% 
of the incomplete interviews in the non -SMSA. 
The survey was conducted by the Bureau of Family 
Planning of the New York State Health Department 
with consultation from the Family Planning Eval- 
uation Division of the Center for Disease Control, 
Atlanta, Georgia, in response tc a need for in- 
formation on correlates of planned and unplanned 
fertility, family planning practices, and the 
sexual experience and contraceptive practice of 

unmarried women, an important program target 
group. This paper deals with the 497 never -mar- 
ried women included in the survey. 

The interest in data for never - married women, 
especially teenagers, is due to the increasing 
rate of out -of- wedlock births in recent years 
and a concurrent decline in marital fertility 
(1). In 1974, 13% of all births in the United 
States were out of wedlock; 36% of births to 
women aged 19 or younger were out of wedlock (2). 

In the mid- 1960s, for women 15 -19 years of age, 
42% of legitimate births were estimated to be 
premaritally conceived (3). A study done in 
Massachusetts in the late 1960s shows this fig- 
ure to be as high as 60% for that state (4). In 

1973, 68% of all legal abortions were performed 
on unmarried women (5). Since 1972, with the 
total fertility rate below replacement reproduc- 
tion, it has become apparent that an increasing 
proportion of unplanned fertility in the United 
States may be attributable to out -of- wedlock 
births (6). 

The National Fertility Studies, which were 
conducted in 1955, 1960, 1965, and 1970, only 

surveyed women who had been or were then married 
(ever- married). The only comparable data for 

never - married women were obtained in 1971 through 
a national probability sample of the 15 -to -19 
year -old female population in the United States 

8). For never - married women over 19, no sur- 

vey data are available on sexual experience and 

contraceptive practice with the exception of 
studies involving special groups, such as college 

women. 

METHODOLOGY 
The basic survey design was a modification of 

the stratified, 2- stage, cluster sampling tech- 
nique described by Serfling and Sherman and stand- 
ard statistical formulas, as described by Kish, 
which take into consideration the design effect 
of a cluster sample, were utilized in considering 
the survey design and sample selection (9,10). 
Briefly, the Serfling- Sherman design calls for 
the ranking of each census tract or minor civil 
division in a survey area according to a set of 
socioeconomic criteria, then grouping the tracts 
into socioeconomic strata. Criteria for the 
stratification had been developed by the Division 
of Epidemiology and Preventive Health Services of 
the New York State Health Department (11). The 
New York stratification scheme is not self- weight- 
ing, so there was a deliberate use of different 
sampling rates for each stratum. The lower socio- 
economic strata were oversampled as an independ- 
ent sample was selected for each stratum. Thus, 
throughout this paper, results presented for any 
individual socioeconomic stratum are independent 
sample results, but all findings presented over 
socioeconomic strata, for the SMSA or non -SMSA or 
the total Albany Health Region, are based on a 
weighting scheme that takes into account the de- 
liberate use of different sampling rates in each 
stratum. 

RESULTS 
As seen in Table 1, our investigation indi- 

cates that in the health region studied 23% of 
never - married women 15 -19 years of age and 71% 
of never - married women 20 -44 years of age have 
experienced coitus. The proportion of never -mar- 
ried women who had experienced intercourse did 
not differ between the SMSA and non -SMSA areas. 
For SMSA teenagers, there appears to be an in- 
verse relationship between sexual experience and 
socioeconomic area. In the non -SMSA, no such re- 

lationship is seen; for never -married women over 
19 no such relationship is evident for either 
area. Among 15 -to -19 year -olds in the lower so- 

cioeconomic area of the SMSA, 46% of blacks were 
sexually experienced as compared to 29% of whites. 
However, there was no difference in rates of sex- 
ual experience between black and white never -mar- 
ried women over 19. 

For the AHR, the likelihood that a young 
never -married woman will have experienced coitus 
rises from 16% for the 15 -17 year -old age group 
to 49% for the 18 -19 year -old age group. The 

sexual experience rate is somewhat higher for non- 
SMSA women than for SMSA women; for non -SMSA wom- 
en a 3 to 1 differential between lower and upper 
socioeconomic strata was reported (35% versus 12 %). 

Table 2 compares the AHR results for 15 -19 
year -olds with the results of the 1971 U.S. survey. 
Sexual experience in the AHR in 1974 was slightly 
less than that seen in the United States in 1971. 
However, in the lower socioeconomic area of the 
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SMSA, sexual experience was higher in the AHR 
overall and for white teenagers, but lower for 
black teenagers. 

Another variable used in the analysis of the 
National Survey as well as in the AHR survey was 
religion. Analysis of religious differences and 
sexual experience patterns is handicapped by 
small numbers in some categories, but data are 
available for upper and lower socioeconomic strata 
in both the SMSA and non -SMSA. As seen in Table 
3, the differential in the rates of sexual exper- 
ience between Protestant and Catholic teenagers 
is of approximately the same magnitude as that 
found in the United States in 1971, but is at a 

slightly lower level for both groups. Catholics 
tend to be below average and Protestants somewhat 
above in the proportion sexually experienced. 

Of the sexually experienced never - married 
women 15 -44 years of age, 50% were currently 
practicing contraception, 20% had at some time, 
and 30% had never done so. The group most likely 
to be using contraception and least likely to 
have never practiced contraception is the 20 -24 
year -old age group. This is essentially true for 
all socioeconomic areas in both the SMSA and non - 
SMSA. A greater proportion of non -SMSA women 
were currently practicing contraception than SMSA 
women, and this difference would be even greater 
if we consider that 73% of non -SMSA women who are 
not currently practicing contraception are not 
currently sexually active compared with only 55% 
of SMSA women. 

Seventy -five percent of never - married women 
who are currently or who have ever practiced con- 
traception had used oral contraceptives as the 
most recent method. For women 20 -44 years -old 
the most recently used method of contraception 
was oral contraceptives for 86%. For teenagers, 
the most recently used method of contraception 
was oral contraceptives for 63% and condoms for 
29 %. Condoms were used to a greater extent by 
SMSA women than non -SMSA; whereas other methods 
such as foam, diaphragm, rhythm, douche, jelly, 
and withdrawal, were relied on to a greater ex- 
tent by non -SMSA women. In the upper socioecon- 
omic strata of the SMSA, teenage never - married 
women relied on oral contraceptives and condoms 
equally; but in the lower strata much greater re- 
liance was placed on oral contraceptives. Twice 
as many women in the AHR reported that they had 
never practiced contraception, as in the 1971 
U.S. survey (Table 4). Some of this difference 
appears to be related to the fact that withdrawal 
was very seldom reported as a method used in the 
AHR, compared with over 10% of the women so re- 
porting in the U.S. survey. Further communica- 
tion with those responsible for the U.S. survey 
revealed that they had used the term "withdrawal 
or pulling out" as a method of contraception; 
whereas, in the AHR we had used the term "with- 
drawal." Otherwise, the distribution of methods 
most recently used by SMSA women is consistent 
with that in the central cities of the United 
States. However, for non -SMSA women in the AHR, 
a much greater proportion of teenagers were re- 
lying on oral contraceptives than teenagers in 

the United States. Part of this difference may 
be explained by when the AHR survey was done, 
which was 3 years after the U.S. survey, a period 
in which family planning programs were extending 
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into rural areas. 

For all medical methods, 60% of women who had 
ever practiced contraception utilized private 
physicians as their source of contraceptives, and 
31% attended planned parenthood clinics. Drug- 
stores were the principal source of contraception 
for non - medical methods. Whereas 6.6% of never - 
married SMSA women who had ever used contracep- 
tives reported that public clinics were their 
source of contraceptives, this overall proportion 
may be misleading without a control for socioecon- 
omic status. Only women in the lower socioecon- 
omic strata indicated public clinics as their 
source. In the lower socioeconomic stratum, 38% 
of women received contraceptives from public clin- 
ics, 30% from planned parenthood clinics, and 27% 
from private physicians. 

In the AHR 22% of first births were either 
out -of- wedlock or premaritally conceived. Within 
the SMSA, the proportion of first pregnancies 
that were a result of post - marital conception de- 
creases from 80% in the upper socioeconomic stra- 
tum to 66% in the upper middle and lower middle 
socioeconomic strata, to only 45% in the lower 

socioeconomic stratum. Fully 20% of ever- married 

women in the lower socioeconomic strata are esti- 
mated to have had a premaritally conceived legit- 
imate birth, and an additional 24% have had an 

out -of- wedlock birth prior to marriage. These 
data are currently being analyzed by marriage co- 

hort and age at first marriage. 
If we focus our attention on out -of- wedlock 

births only, the planning status for all out -of- 
wedlock births in the period 1969 -1974 is shown 
in Table 5. Planned births are those that were 
both desired and did not occur before they were 
planned, mistimed are those that occurred before 
planned but are still desired, and unwanted are 

"number failures." This terminology conforms to 
that of the published analyses of the 1965 and 
1970 National Fertility Studies (12,13). Nine- 
teen percent of the out -of- wedlock births in the 
time period covered in the AHR survey were re- 
ported as planned; in 1971 in the United States, 
20% of premarital first pregnancies in women who 
are unmarried at the time of pregnancy outcome 
were reported as planned(14). There is essenti- 
ally no difference by ethnic group in the report- 
ing of planned out -of- wedlock births, but some 
differences in planning status are shown when 
comparing the lower socioeconomic stratum to all 

other socioeconomic stratas. 

CONCLUSION 
The data reported here give an overview of 

sexual experience, contraceptive usage, and source 
of contraception for never - married women in the 
AHR. With this data, it should be possible to 

estimate the need for effective contraceptive 
services for unmarried women, whatever their econ- 

omic status, who are sexually experienced but do 

not have access to or are not currently using ef- 
fective means of fertility control and who do not 
desire to be pregnant (18). The data on unplanned 
pregnancies and out -of- wedlock births should in- 
dicate areas of need for family planning services 
and the data on contraceptive usage and source of 
contraception provide information that is useful 
in assessing the provision of these services in 

both the public and private sector. Of special 



interest is the fact that 27% of SMSA women in 
the lower socioeconomic strata who had ever prac- 
ticed contraception utilized private physicians 
as their source of contraception, and 66% of 
never -married women in other socioeconomic strata 
utilized private physicians. In general, the 
sexual experience of never - married 15 to 19 year - 
olds in the AHR, when compared by area of resi- 
dence, religion, and other variables, is slightly 
lower than the experience reported in 1971 for 
never - married 15 to 19 year -olds in the United 
States. Although some recent studies have shown- - 
and others hypothesized- -that since 1971 sexual 
experience has increased for teenagers in the 

United States, the appears to be an area 
where the rate of sexual experience in 1974 was 
only equal to or somewhat below the experience 
of similar women in the United States 3 years 
previously (15 -17). 
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TABLE 1 

Percent of Never - Married Women 15 -44 Years of Age Who Have 
Ever Had Intercourse, by Socioeconomic Area and SMSA Residence 

Albany (NY) Health Region: 1974 

Socioeconomic Age Group 
Area 15 -19 20 -44 (20 -24) 15 -44 

A. SMSA 
Upper 19.1 64.1 ( 62.1) 30.5 
Upper - Middle 19.0 78.1 ( 80.8) 38.9 
Lower - Middle 27.5 59.0 ( 50.0) 38.9 
Lower* 38.2 78.4 ( 88.5) 54.3 

TOTAL SMSA (Weighted) 22.1 71.2 ( 72.0) 37.7 

B. Non -SMSA 
Upper /Upper - Middle 12.2 73.9 34.4 
Lower- Middle 37.9 70.8 46.7 
Lower 20.0 55.6 29.4 

TOTAL Non -SMSA 24.2 70.7 39.3 
(Weighted) 

C. Albany Health Region 

TOTAL (Weighted) 23.0 71.0 38.4 

*Lower Socioeconomic Area by Race: 
15 -19 20 -44 15 -44 

Black 45.8 77.3 60.9 
White 29.2 78.6 47.4 

TABLE 2 

Percent of Never - Married Women 15 -19 Years of Age 
Who Have Ever Had Intercourse, by SMSA Residence 

Albany (NY) Health Region, 1974 and United States, 1971 

Albany Health United States 
Residence Region (1974) (1971)* 

SMSA of <1,000,000 22.1 -- 

Central City -- 32.4 
Remainder 23.0 

Non -SMSA 24.2 26.2 

SMSA -Lower Socioeconomic Area ** 
Black 45.8 60.1 

White 29.2 20.7 

TOTAL 38.2 33.0 

*Kantner JF and Zelnik M: Sexual Experience of Young Un- 
married Women in the United States. Family Planning Per- 

spectives 4(4):1, October 1972 
* *Comparison data for the United States is taken from the 

category, SMSA <150% of Poverty 
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TABLE 3 

Percent of Never - Married Women 
Ever Had Intercourse, by Socioeconomic 

Albany (NY) 

Socioeconomic 
Area 

15 -19 and 15 -44 Years of Age Who Have 
Area, SMSA Residence, and Religion 

Health Region: 1974 

15 -19 15 -44 
Catholic Protestant Catholic Protestant 

A. SMSA 
17.7 
20.3 

18.3 

16.7 
46.6 

23.1 

31.7 
34.2 

32.2 

35.9 
63.6 

41.8 

Upper /Upper - Middle 
Lower - Middle /Lower 

TOTAL SMSA (Weighted) 

B. Non -SMSA 
Upper /Upper - Middle ** 24.1 42.4 
Lower - Middle /Lower 31.5 41.6 38.1 48.2 

TOTAL Non -SMSA (Weighted) 17.0 33.3 31.6 45.5 

C. Albany Health Region 

17.7 27.6 31.9 43.4 TOTAL (Weighted) 

D. United States (1971)* 21.1 29.7 

*Kantner JF and Zelnik M: Sexual Experience of Young Unmarried Women in the 
United States. Family Planning Perspectives (4)4:1, October 1972 

* *Unweighted number of cases <20 

TABLE 4 

Percent of Sexually Experienced Never - Married Women 15 -19 Years of Age 
According to Method Most Recently Used, by SMSA Residence: 
Albany (NY) Health Region, 1974 and United States, 1971 

Method Most 
Recently Used 

Albany Health Region (1974) United States (1971 *) 
SMSA 

Central 
SMSA Non -SMSA City Remáinder Non -SMSA 

Pill 34.0 45.0 30.3 15.4 17.7 
IUD 0.5 0.0 1.8 1.1 0.7 

Condom 27.4 5.8 22.4 31.2 29.0 

Other ** 4.7 14.6 28.4 37.6 36.7 
Never Used 33.5 34.5 17.1 14.7 15.9 

TOTAL 100.0 100.0 100.0 100.0 100.0 

* Kantner JF and Zelnik M: Contraception and Pregnancy- Experience of Young 

Unmarried Women in the United States, Family Planning Perspectives 5(1): 
11, Winter 1973 

* *Includes foam, diaphragm, rhythm, douche, jelly, and withdrawal 
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TABLE 5 

Percent Distribution of Out -of- Wedlock Births, 1969 -1974, by Planning 
Status for Ethnic Group and Socioeconomic Area Categories- - 

Albany (NY) Health Region 

Planning 
Status TOTAL 

Ethnic Group Socioeconomic Area 
White Black Lower All Other 

TOTAL 100.0 100.0 100.0 100.0 100.0 

Planned 19.0 18.1 19.3 24.8 15.8 

Mistimed 73.9 75.6 69.1 67.9 77.4 

Unwanted 5.0 4.7 7.7 5.5 4.8 
Unknown 2.0 1.6 3.9 1.8 2.0 

Number of Births 
(Unweíghted) (74) (46) (24) (48) (26) 

Planned Pregnancies: 
United States (1971)* 19.8 15.6 23.6 

*Proportion of premarital first pregnancies for women who were unmarried 
at time of pregnancy outcome (14) 
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EFFECTS OF BOUNDING ON TELESCOPING IN THE NATIONAL CRIME SURVEY 

Linda R. Murphy and Charles D. Cowan, U.S. Bureau of the Census 

Introduction 

In a general population sample survey calling for 
respondent recall of events experienced prior to 
the interview, the type of memory error known as 
telescoping is of major concern. Telescoping is 

the tendency of the respondent to report events 
as occurring either earlier or later than they 
actually occurred. An event being reported as 
occurring earlier than it actually occurred is 
backward telescoping, whereas forward telescoping 
is reporting an event as occurring later. 
Further, both backward and forward telescoping 
can be either internal to the survey's reference 
period, or external. Internal telescoping occurs 
when the respondent correctly places an event 
within the reference period, but misinforms on 
the precise day, week, or month of occurrence. 
External telescoping occurs when the respondent 
erroneously places an event into the reference 
period. Telescoping is an important technical 
issue in a panel survey involving recall for two 
reasons. First, depending upon the magnitude, 
nature and direction, uncontrolled telescoping 
can result in serious response biases in survey 
estimates for a given time period; and second, 
various procedural efforts to control telescoping 
have a major impact on survey design and cost. 

The National Crime Survey (NCS) is one such ret- 

rospective survey, involving individual respond- 
ents in a national, rotating sample of 72,000 
housing units. The NCS rotation scheme is such 
that an incoming panel or rotation group of 
approximately 12,000 new sample units is intro- 

duced over each 6 -month period, replacing about 
the same number of units which expire from the 

sample or rotate out during the 6 -month period. 
Thus, at any given time, the NCS sample consists 
of a number of panels, or rotation groups, that 

are being interviewed for the first through the 

seventh time. (Due to the nature of the orig- 

inal introduction of the NCS sample, some small 

number of households may be interviewed 8 or 9 
times through 1976 only, after which time the 

NCS rotation scheme will be fully operative.) 
Respondents are asked to report all incidents of 

specific types of criminal victimization that 

they have experienced during the 6 months pre- 

ceding the interview month. The types of crime 

covered by NCS are completed and attempted 
assault, robbery, burglary, larceny, and auto 
theft. A self- respondent technique, as opposed 

to household respondent, is used to collect data 
for persons 12 and over. (Papers presented pre- 
viously at ASA meetings [1, 9] explain the NCS 

design in greater detail.] 

Developmental work during the 3 -year period 
prior to the start of NCS in July 1972, pro- 

vided some information about the nature, direc- 
tion and magnitude of telescoping in victim 

surveys. Results of 3 reverse record check 

studies of known victims (4, 7, 8) indicated the 
presence of both forward and backward tele- 
scoping, the net effect being forward. These 
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results also indicated the presence of'both in- 
ternal and external telescoping. The next stage 
of developmental work involved a victim survey 
supplement to the Quarterly Household Survey, a 
national probability sample of 18,000 households. 
Results of this effort (6) indicated that tele- 
scoping, both internal and external, was of such 
a magnitude as to justify incorporating special 
features into the NCS design and procedures that 
would minimize the effects of telescoping. 

One NCS design feature, intended to minimize the 
effect of internal telescoping, both forward and 
backward, is the use of a rolling reference 
period, achieved by interviewing one -sixth of the 
sample each month. Data on incidents of victim- 
ization are then tabulated according to reported 
month of occurrence by 3 -month calendar periods 
called Data Quarters. Data for one Data Quarter 
are collected over 8 months of interviewing. 
Because households are interviewed every 6 months, 
one -third of the sample is interviewed twice for 
the same Data Quarter. For example, a respondent 
interviewed in February, 1974 would be inter- 
viewed again in August, 1974; this respondent 
would contribute data for January, 1974 from the 
first interview, and for February and March 1974 
from the second interview. In an effort to con- 
trol forward external telescoping, an interviewing 
procedure called bounding was instigated for the 
purpose of minimizing the shifting of reports of 
crimes into the NCS reference period. Bounding 
is thus a procedure utilized to prevent the re- 
porting of the same incidents in consecutive ref- 
erence periods by eliminating reports of incidents 
that were also reported during the previous in- 
terview. The initial interviews at addresses in 
incoming rotation groups are used to bound sub- 
sequent interviews; they are not used to produce 
the estimates of victimizations. This is a very 
costly feature of the NCS design, since the data 
from incoming rotation groups are not used in 
tabulating results for publication. 

The primary focus of this paper is to examine the 
effectiveness of the procedural and design fea- 
tures of NCS related to bounding, in controlling 
forward external telescoping, using data, for the 
first time, from NCS itself. This will be done 
by comparing estimates of victimizations based on 
bounded data from returning rotation groups with 
estimates based on unbounded data from incoming 
rotation groups. This estimate of the bounding 
effect using NCS data can provide a basis for re- 
evaluating the cost -effectiveness of this aspect 
of the survey design, though in this paper we pro- 
vide only a bivariate description of the data. 

A second issue addressed in this paper is varia- 
tion in forward external telescoping, by means of 
examining defferential effects of bounding by 
demographic and socioeconomic characteristics of 
respondents, as well as by characteristics of the 
incidents of victimization. We believe this is a 



critical issue to investigate in victimization 
surveys. If there are no significant differences 
in telescoping for either certain classes of re- 
spondents or for certain classes of events, then 
relationships and patterns would be unaffected by 
the inclusion of unbounded data in producing sur- 
vey estimates, though levels of victimization 
would be affected. Thus it may be less crucial to 
maintain the bounded aspects of the NCS. On the 
other hand, if there are significant differences 
in telescoping by certain respondents or for cer- 
tain incidents, then relationships and patterns 
would be distorted by including unbounded data in 
the survey estimates. 

Two broad questions suggest themselves. First, do. 

some groups of respondents telescope events more 

than others? Second, are some types of incidents 
telescoped more than other types? There are two 

feasible, but opposing hypotheses related to dif- 

ferential telescoping by type of incident. One 

hypothesis is that the more important, more seri- 

ous,or more salient events are telescoped forward 

to a greater degree than the less important, etc., 

perhaps because the less important are more likely 

to be completely forgotten; the second hypothesis 

is that the less important, less serious, or less 

salient events are telescoped forward to a greater 

degree because the month of occurrence is less 

accurately recalled and therefore subject to 

greater recall bias. 

A final aspect of the bounded NCS design discussed 

in this paper is the extent of actual bounding of 

interviews among households, and within house- 

holds among persons, in repeat rotation groups. 

Comparison of Victimization Rates 

We have two estimates, total personal victimiza- 

tions 1/ and total property victimizations, 2/ 

that are of primary interest to us. For each, we 

are comparing the total bounded victimization rate 

obtained from the returning rotation groups with 

the unbounded victimization rate estimated from 

the incoming rotation groups. The rates for each 

sample are produced using identical processing, 

weighting, and tabulation procedures, with appro- 

priate adjustments to account for the fact that 

the incoming rotation group is approximately one- 

sixth the size of the bounded sample. 

The first two tables in our report show the 

bounded and unbounded rates for total personal 

and total property victimizations for Data Quar- 

ters I -74 through I -75, plus a z -test of the dif- 

ference between the rates. All rates reported in 

the tables are victimizations per thousand people 

or households. Tables 1 through 7 indicate for 

each of the Data Quarters under analysis(column 1) 

the weighted population sizes being represented 

by the bounded and unbounded samples (columns 

2 and 3), the victimization rates estimated for 

the population from the bounded and unbounded 

samples (columns if and 5), the difference between 

the unbounded and bounded rates divided by the 

bounded rate and expressed as a percent (column 6), 

the standard errors associated with the two rates 

(columns 7 and 8), the standard error of the ab- 

solute difference between the rates (column 9), 
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and the z- statistic testing whether the differ- 
ence between the bounded rates is significantly 
greater than zero. The test is calculated as the 
ratio of the absolute difference between the un- 
bounded and bounded victimization rates to the 
square root of the sum of the squared standard 
errors associated with each rate (3). The 
standard errors used were published in the 1973 
Advance Report, Criminal Victimization in the 
United States by the Law Enforcement Assistance 
Administration (LEAA). Because of the large 
sample sizes, the z- statistic approximates the 
normal distribution, and can be used in conjunc- 
tion with a table of normal areas and ordinates 
to determine the level of significance of the 
test. The test being performed is a one -tailed 
z -test, because the procedure of bounding as 
applied in NCS would only eliminate reporting of 
victimizations in two consecutive quarters. There 
is never a chance that victimizations would be 
added to the reports because of bounding. The 
null hypothesis, formally stated, is "there is no 
difference between bounded and unbounded victimi- 
zation rates." alternative hypothesis, for- 
mally stated, is that "unbounded victimization 
rates are greater than bounded rates." A z -value 
of greater than 1.64 means that we can be sure 95 
out of a hundred times that the estimated differ- 
ences are greater than zero, and thus are not due 
to sampling variation; similarly, a value greater 
than 1.28 means that 90 out of a hundred times, 
the results will not be due to sampling variation 
(except in the comparison of victimizations re- 
ported to police, Table 8, which is a two -tailed 
test, with z- values of 1.96 and 1.64 respectively). 

The z- values clearly show that there are statisti- 
cally significant differences in the bounded and 
unbounded personal crime victimization rates for 
each quarter(Table 1), demonstrating that bounding 
does eliminate a significant number of duplicate 
victimization reports. The same is true for 
bounded and unbounded property crime victimization 
rates (Table 2). The unbounded personal victim- 
ization rates average 43.8 percent higher than the 
bounded rates, ranging from 36.4 percent to 58.6 
percent. The unbounded property victimization 
rates average 39.9 percent higher than the bounded 
rates and range from 35.0 percent to 44.1 percent. 

Now the question is: How does telescoping affect 
subgroup estimates and estimates by type of crime? 
The following analysis again makes use of testing 
the difference between bounded and unbounded 
rates, and represents a preliminary look at the 
data. A more detailed analysis of the effects of 
bounding on telescoping for subestimates is 
planned as more data are collected. The first 
comparisons we make are by type of crime. Rates 
of assaultive violence without theft are 44 per- 
cent higher on average in the unbounded sample 
than in the bounded sample, and rates for personal 
theft without assault are 51 percent higher on 
average in the unbounded sample (Tables 3A and 3B). 
But comparing the rates quarter by quarter, there 

is no clear -cut pattern showing that unbounded 
rates are uniformly higher for the one type of 
crime over the other. The same result can be 

found comparing burglaries with larcenies (Table 
4A and 4B). The unbounded rates for burglaries 



and larcenies are on average 40 percent higher 
than the bounded rates. But in some quarters the 
relative difference for burglaries is signifi- 
cantly ( a <.10) larger than for larcenies, and 
in other quarters it is smaller. Telescoping 
doesn't seem to consistently affect rates for one 
major type of crimes more than another. 

Looking at subgroups of burglary, however, it be- 
comes apparent that telescoping i nuch more _prev- 
alent for attempted entries than for actual en- 
tries. The unbounded sample rates for burglary: 
actual entry are on average only 32 percent higher 
than the bounded rates, whereas the unbounded 
sample rates for burglary: attempted entry are 66 
percent higher than the bounded rates on average 
(Tables 5A and 5B). The same is true when com- 
paring completed and attempted larcenies. Again 
the relative difference is higher for attempted 
than completed crimes. The average relative dif- 
ference for the five quarters for attempted lar- 
cenies was 50 percent, while for completed lar- 
cenies it was only 40 percent (Tables 6A and 6B). 
So it is apparent that telescoping does have a 
differential effect on the rates of various sub- 
categories of crimes. 

There also seem to be some differences in tele- 

scoping by demographic characteristics of house- 
holds for property crimes. The relative differ- 
ence between bounded and unbounded rates for 
property crimes reported by one -person households 
is rather low, only 20 percent higher for the un- 
bounded sample on average. This relative differ- 

ence increases as the number of persons in the 

household increases, rising to a 51 percent 
greater reporting rate in the unbounded sample 
for households having six or more persons (Tables 
7A -7D). 

Another factor which may indicate saliency or im- 

portance, and thus influence telescoping, is 

whether or not the victimization was reported to 
the police. In 4 of the 5 Quarters examined, a 

significantly larger proportion of the property 
victimizations were not reported to the police in 
the unbounded sample (Table 8). 

Two additional factors, total loss suffered in 
property victimizations and for personal victim - 
izations, whether or not the offender was a 
stranger to the victim, were included in our 
analysis as possible indicators of saliency or 

importance. However, we found no consistent 
pattern associated with either of these variables 
over the 5 Data Quarters examined. 

The figures presented in these tables are simply 
a faithful reporting of the degree to which tele- 

scoping occurs. At present, it is safe to con- 

clude that telescoping would have a significant 

effect on victimization rates if the interviews 

were not bounded. Beyond that, we can point out 

that some crimes are telescoped to a greater 
degree than others, either according to the type 

of crime or the circumstances, or because of the 

demographic characteristics of the household. We 

do not have valid empirical information about 
these factors affect telescoping. 

635 

Qualifications to Comparisons 

Three qualifications should be noted with regard 
to the preceding analysis comparing bounded with 
unbounded data from NCS. The first qualification 
is that since respondents are interviewed every 
six months, the Data Quarters are not independent 
from one another, as there is some overlap of 
respondents from one Data Quarter to the next. 
Secondly, all data from returning rotation groups 
are considered and treated as bounded for purposes 
of the preceding analysis in this paper. However, 
since NCS uses a probability sample of addresses 
rather than designated households or persons, not 
all of the interviews conducted in returning rota- 
tion groups are subject to the actual interviewing 
procedure of bounding. For any interviews in a 
household to actually be bounded, the identical 
household must have been interviewed the previous 
enumeration period. Therefore, interviews in 
replacement households, and households that were 
noninterview or not in sample the previous period, 
are actually unbounded. However, data from these 
unbounded interviews are included with data from 
the bounded interviews because they are in re- 
turning rotation groups, and their exclusion may 
bias the sample. 

The unbounded households in returning rotation 
groups comprise a sizeable portion of the inter- 
viewed sample (Table 9), averaging 13.3 percent 
over the five Collection Quarters, I -74 through 
-75. Of these unbounded households, an average 

of 9.6 percent are replacement households, and 3.7 
percent were previously noninterview or not in 
sample. These unbounded households contribute 
disproportionally more victimizations than do the 
actually bounded households. Though bounded 
households make up about 86 percent of the inter- 
views, they contribute only 76 percent of the 
victimizations, while unbounded households, which 
comprise only 13 percent of the interviews, con- 

tribute 24 percent of the victimizations. This 

translates into a reporting rate of about 79 per- 
cent more victimizations from unbounded households 
than expected from their proportion of the sample. 

Even more striking in terms of contributing vic- 
timizations, is the difference between types of 
unbounded households. Households that were pre- 

viously noninterview or not in sample, while 
making up percent of the interviews, contribute 
almost 6 percent of the victimizations. But re- 

placement households, which primarily represent 
movers and make up about 10 percent of the inter- 
views, contribute an average of nearly 18 percent 
of the victimizations, or 92 percent more than 
their expected proportion. Recalling the overall 
difference of about a 40 percent higher victimi- 
zation rate for unbounded, incomingrotation groups 
than for bounded, returning rotation groups, these 

figures appear to indicate that something more 

than merely the lack of bounding may be related 
to the disproportionate reporting of victimiza- 
tions among replacement households. It is con- 
ceivable that they actually experience victimiza- 
tion more frequently than non -movers for reasons 
associated with their mobility -- perhaps they move 
to get away from crime. This question appears to 
warrant further investigation. 



Admittedly the set of data used in the preceding 
discussion of unbounded data within returning 
rotation groups is somewhat lacking in refinement, 
being based on unweighted counts. However, the 
stability of the patterns is apparent and provides 
evidence that the effect of bounding is under- 
stated in comparisons of data between incoming and 
returning rotation groups, since returning groups 
include a substantial amount of unbounded data. 

The third, further qualification is that even 
within actually bounded households, some inter- 
views with individual household members are 
unbounded, either because the person is new to the 
household since the prior enumeration period, or 
because the person was previously noninterview. 
A special computer match of interviewed persons 
in Collection Quarters I -74 through I -75 with 
files for previous enumeration periods was per- 
formed for the purpose of determining correspond- 
ence and bounding of individuals within bounded 
households. Results of that operation indicate 
an average of about 95 percent bounded individual 
interviews (Table 10). Again, this pattern is 
quite stable over time; and again a difference 
in reporting victimizations between bounded and 
unbounded interviews is evident. An average of 
7.9 percent of the bounded persons, and 10.5 per- 
cent of the unbounded persons reported one or 
more victimizations. These data also appear to 
provide evidence that the bounding effect is 
understated in comparisons of incoming with re- 
turning rotation group data. 

Conclusion 

The data presented in this paper strongly support 
the conclusion that NCS bounding procedures and 
design effectively reduce the memory bias of for- 
ward external telescoping. Our results, comparing 
bounded with unbounded sample data, are consistent 
with results from similar comparisons in the area 
of consumer expenditures (5). In that study, 
however, Neter and Waksberg point out that tele- 
scoping effects are compounded with conditioning 
effects in comparisons between unbounded data 
based on first interviews and bounded data based 
on second or later interviews. Evidence from the 
expenditure study (5) and also from a study of 
NCS panel bias(9) suggests that conditioning pro- 
bably accounts for a much smaller portion of the 
observed differences in NCS than does telescoping. 

Further, we can conclude that some variation in 
telescoping is associated with characteristics of 
victimization events. Our analysis indicated that 
telescoping was present for all major types of 
crimes, but in no discernible pattern. However, 
it did indicate a greater degree of telescoping 
for the subcategories of attempted larceny and 
attempted burglary than for the completed crimes. 
It also indicated a larger proportion of victim - 
izations not reported to police in the unbounded 
sample than in the bounded. These results, con- 
sidered alone, could be interpreted as evidence 
that the less serious, less important, or less 
salient events are more subject to the recall 
bias of forward telescoping than the more serious, 
etc. However, the finding of no pattern of asso- 
ciation with total loss or victim -offender rela- 
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tionship, does not support this interpretation. 
Therefore, we can only conclude that some charac- 
teristics of events appear to be related to dif- 
ferential forward external telescoping. Finally, 
our evidence also indicates that some variation 
in telescoping is associated with household char- 
acteristics, but hardly any telescoping can be 
explained by respondent characteristics. This 
lack of establishing a strong relationship be- 
tween respondent characteristics and the memory 
bias of telescoping, is consistent with findings 
by Gottfredson and Hindelang on total memory bias 
based on NCS Cities data (2). Most of the dif- 
ferences found in our analysis of demographic 
variables, including age, sex, race, education, 
tenure, and income, were tenuous at best. 

We plan to investigate further the differential 
effects of bounding on telescoping by characteris- 
tics of victimization events, households, and re- 
spondents, and to test what biases would arise in the 
sample if unbounded households were excluded from 
tabulations based on returning rotation groups. 

Footnotes 

1Personal crimes encompass completed and attempted 

assault, including rape, and robbery. 

2Property crimes encompass completed and attempted 

burglary, larceny, and auto theft. 

References 

(1)Argana, Marie G., Thompson, Marvin M., and 

Gerson, Earle J. "The Measurement of Crime 
Through Victimization Surveys: The Census 

Bureau Experience," Paper presented at the 

annual meetings of the American Statistical 
Association, December 27 -30, 1973, New York. 

(2)Gottfredson, Michael R. and Hindelang, 
Michael J., "A Consideration of Telescoping 

and Memory Decay Biases in Victimization 

Surveys," 1976 (unpublished). 
(3)Hoel, Paul G., Introduction to Mathematical 

Statistics, John Wiley and Sons, Inc., 

New York, New York, 1962. 

(4)Law Enforcement Assistance Administration, 

The San Jose Methods Test of Known Crime 

Victims, Statistics Technical Report No.1, 

LEAA, U.S. Department of Justice, June 1972. 

(5)Neter, John and Waksberg, Joseph, U.S. Bureau 

of the Census, "Response Errors, in the 

Collection of Expenditures Data by Household 

Interviews: An Experimental Study," 

Technical Paper No. 11. 

(6)Turner, Anthony G., Methodological Issues 

in the Development of the National Crime 

Survey Panel: Partial Findings," LEAA, 

December 1970 (unpublished). 
(7)U.S. Bureau of the Census, "Victim Recall 

Pretest (Washington, D.C.)," Demographic 

Surveys Division, June 10, 1970 (unpublished). 

(8)U.S. Bureau of the Census, "Household Survey 

of Victims of Crime Second Pretest (Baltimore, 
Maryland)," Demographic Surveys Division, 

November 30, 1970 (unpublished). 

(9)Woltman, Henry and Bushery, John, "A Panel 

Bias Study in the National Crime Survey," 

Paper presented at the annual meetings of 

the American Statistical Association, 

August 25 -28, 1975, Atlanta, Georgia. 



TABLE 1: Total Personal Victimization Rates for Bounded and Unbounded Samples (Rates per 1000 persons) 
Data Population Victimization Rate Standard Errors z of 

Quarter Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference Difference 
I/74 163799000 27299833 7.89 11.30 43.219 .268 0.834 0.876 3.892 
/74 164244000 27374000 8.90 12.31 38.315 .285 0.871 0.916 3.721 
/74 164861000 27476833 9.38 14.88 58.635 .292 0.958 1.002 5.491 

IV /74 165344000 27557333 9.74 13.29 36.448 .297 0.904 0.952 3.731 
I/75 165874000 27645666 8.55 12.17 42.339 .275 0.864 0.906 3.994 

TABLE 2: Total Property Victimization Rates for Bounded and Unbounded Samples (Rates per 1000 households) 
Data Households Victimization Rate Standard Errors z of 

Quarter Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference Difference 
I/74 71118300 11853050 102.77 138.75 35.010 1.247 3.407 3.628 9.917 
/74 71489200 11914866 104.09 149.97 44.077 1.249 3.502 3.718 12.339 
/74 72163700 12027283 114.99 156.65 36.229 1.292 3.548 3.776 11.033 

IV /74 72565900 12094316 119.80 168.96 41.035 1.308 3.647 3.874 12.689 
I/75 72686500 12114416 102.75 147.16 43.221 1.225 3.453 3.664 12.120 

TABLE 3 Comparison of Bounded and Unbounded Personal Victimization Rates for Various Types of Crimes 
(Rates per 1000 persons) 

3A - Type of Crime: Assaultive Violence -- Without Theft 
Data Population Victimization Rate Standard Errors z of 

Quarter Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference Difference 
I/74 163799000 27299833 5.36 8.12 51.493 .215 .689 .721 3.827 
/74 164244000 27374000 6.67 9.09 36.282 .243 .739 .778 3.112 
/74 164861000 27476833 6.67 10.75 61.169 .241 .812 .847 4.817 

IV /74 165344000 27557333 6.76 8.83 30.621 .242 .724 .764 2.711 
I/75 165874000 27645666 5.93 8.36 40.978 .222 .699 .734 3.311 

3B - Type of Crime: Personal Theft - Without Assault 
Data Population Victimization Rate Standard Errors z of 

Quarter Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference Difference 
I/74 163799000 27299833 1.91 2.48 29.843 .107 .391 .405 1.407 
/74 164244000 27374000 1.63 2.62 60.736 .106 .397 .411 2.410 
/74 164861000 27476833 2.04 3.44 68.627 .104 .431 .444 3.155 

IV /74 165344000 27557333 2.33 3.52 51.073 .102 .434 .446 2.667 
I/75 165874000 27645666 2.01 2.88 43.284 .100 .407 .420 2.074 

TABLE 4 Comparison of Bounded and Unbounded Property Victimization Rates for Various Types of Crimes 
(Rates per 1000 households 

4A - Type of Crime: Bur lary 
Data Households Victimization Rate Standard Errors z of 

Quarter Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference Difference 
I/74 71118300 11853050 19.23 27.38 42.382 .567 1.598 1.696 4.807 
/74 71489200 11914866 22.60 33.34 47.522 .612 1.760 1.864 5.763 
/74 72163700 12027283 26.85 36.62 36.387 .664 1.837 1.954 5.001 

IV /74 72565900 12094316 23.89 31.40 31.436 .625 1.698 1.809 4.152 
I/75 72686500 12114416 20.65 29.13 41.065 .581 1.634 1.734 4.890 

4B - Type of Crime: Larceny 

Data Households Victimization Rate Standard Errors z of 

Quarter Bounded Unbounded[ Bounded Unbounded % Difference Bounded Unbounded Difference Difference 
I/74 71118300 11853050 79.15 105.34 33.089 1.110 3.080 3.274 7.999 
/74 71489200 11914866 77.13 111.93 45.119 1.094 3.141 3.326 10.464 
/74 72163700 12027283 83.34 113.44 36.117 1.124 3.144 3.339 9.014 

IV /74 72565900 12094316 90.78 129.74 42.917 1.163 3.295 3.494 11.151 

I/75 72686500 12114416 77.60 112.30 44.716 1.085 3.124 3.307 10.494 
TABLE 5 Comparison of Bounded and Unbounded Property Victimization Rates for Various Types of Crimes 

(Rates per 1000 households 
5A - Tyke of Crime: Burglary -Entry 

Data Households Victimization Rate Standard Errors z of 
Quarter Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference Difference 

I/74 71118300 11853050 15.08 19.89 31.897 .503 1.362 1.451 3.314 

/74 71489200 11914866 17.85 25.28 41.625 .545 1.532 1.626 4.569 

/74 72163700 12027283 20.94 27.71 32.330 .587 1.598 1.703 3.976 

IV /74 72565900 12094316 18.77 24.25 29.196 .554 1.492 1.592 3.443 

I/75 72686500 12114416 16.09 20.43 26.973 .512 1.369 1.462 2.969 

5B - Type of Crime: Burglary- Attempted Entry 
Data Households Victimization Rate Standard Errors z of 

Quarter Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference Difference 

I/74 71118300 11853050 4.15 7.49 80.482 .282 .856 .901 3.708 

/74 71489200 11914866 4.75 8.06 69.684 .301 .880 .930 3.559 

/74 72163700 12027283 5.92 8.91 50.507 .327 .915 .971 3.078 

IV /74 72565900 12094316 5.12 7.15 39.648 .307 .833 .888 2.287 
T/75 72686500 12114416 4.56 8.70 90.789 .289 .903 .949 4.365 
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TABLE 6: Comparison of Bounded and Unbounded Property Victimization Rates for Various Types of Crimes 
(Rates per 1000 households) 

6A - Type of Crime: Larceny -Completed 
Data 

Quarter 
Households Victimization Rate Standard Errors z of 

Difference Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference 
I/74 
/74 
/74 

IV /74 
I/75 

71118300 
71489200 
72163700 
72565900 
72686500 

11853050 
11914866 
12027283 
12094316 
12114416 

73.98 
72.57 
77.50 
85.42 
72.48 

97.72 
105.22 

104.87 
121.49 
104.34 

32.090 
44.991 
35.316 
42.227 
43.957 

1.078 
1.065 
1.089 
1.132 
1.053 

2.990 

3.072 
3.058 
3.216 
3.043 

3.179 
3.252 
3.246 
3.409 
3.221 

7.469 
10.040 

8.432 
10.580 
9.893 

6B - Type of Crime: Larceny -- Attempted 
Data 

Quarter 
Households Victimization Rate Standard Errors z of 

Difference Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference 

I/74 
/74 

/74 
IV/74 
I/75 

71118300 
71489200 
72163700 
72565900 
72686500 

11853050 
11914866 
12027283 
12094316 
12114416 

5.17 

4.56 
5.84 
5.36 
5.12 

7.62 

6.71 

8.57 

8.25 

7.96 

47.389 
47.149 
46.747 
53.918 
55.469 

.316 

.295 

.325 

.313 

.307 

.862 

.817 

.900 

.884 

.870 

.918 

.869 

.957 

.938 

.923 

2.670 
2.475 
2.853 
3.082 
3.078 

TABLE 7: Comparison of Bounded and Unbounded Property Victimization Rates by Number of Persons in 
Household (Rates per 1000 households) 

7A - Number of Persons in Household: 1 Person 
Data 

Quarter 
Households Victimization Rate Standard Errors z of 

Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference Difference 
I/74 
/74 
/74 

IV /74 
I/75 

14402200 
14537300 
14818900 
14924200 
14939600 

2400366 
2422883 
2469816 
2487366 
2489933 

58.87 
62.20 
66.58 
69.15 

58.37 

64.93 
76.44 
82.49 
83.62 
72.01 

10.294 
22.894 
23.896 
20.926 
23.368 

2.119 
2.166 
2.215 
2.248 
2.061 

6.003 
6.397 
6.515 
6.516 
6.099 

6.366 
6.754 
6.881 
6.893 
6.438 

.952 

2.108 
2.312 
2.099 
2.119 

7B - Number of Persons in Household: 2 to 3 Persons 
Data 

Quarter 
Households Victimization Rate Standard Errors z of 

Difference Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference 

I/74 
/74 
/74 

IV /74 
I/75 

34497900 
34711200 
35137300 
35417700 
35436800 

5749650 
5785200 
5856216 
5902950 
5906133 

89.09 
91.72 

103.25 
104.40 
87.89 

121.93 
131.01 
133.00 
134.25 
125.66 

36.862 
42.837 
28.814 
28.592 
42.974 

1.621 

1.637 
1.720 
1.723 

1.588 

4.783 
4.916 
4.927 
4.933 
4.799 

5.050 
5.182 
5.218 
5.225 
5.055 

6.503 
7.582 

5.701 
5.713 
7.472 

7C - Number of Persons in Household: 4 to 5 Persons 
Data 

Quarter 
Households Victimization Rate Standard Errors z of 

Difference Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference 
I/74 
/74 

/74 

IV /74 
I/75 

16814600 
16890500 
16939100 
16974400 
17052000 

2802433 
2815083 
2823183 
2829066 
2842000 

140.65 
138.87 
156.23 
163.47 
141.86 

186.12 

200.83 
217.86 
268.20 
219.25 

32.328 
44.617 
39.448 
64.067 
54.554 

2.845 
2.825 
2.945 
2.992 
2.830 

8.067 
8.289 
8.557 
9.271 
8.504 

8.555 
8.757 
9.049 
9.742 
8.963 

5.315 
7.075 
6.811 
10.750 

8.635 

7D - Number of Persons in Household: 6 or More Persons 

Data 
Quarter 

Households Victimization Rate Standard Errors z of 
Difference Bounded Unbounded Bounded Unbounded % Difference Bounded Unbounded Difference 

I/74 
/74, 

/74 
IV /74 
I/75 

5386200 
5336300 
5262600 
5242700 
5245700 

' 897700 
889383 
877100 
873783 
874283 

189.88 
188.39 
197.13 
226.72 
202.24 

282.68 
303.44 

320.15 
324.76 
281.56 

48.873 
61.070 

62.406 
43.243 
39.221 

5.890 
5.886 
6.029 
6.422 
6.103 

16.658 
17.084 
17.512 
17.631 
16.928 

17.669 
18.070 

18.520 
18.764 
17.995 

5.252 
6.367 

6.642 
5.225 
4.408 

TABLE 8: Comparison of Total Property Victimizations Not reported to Police 

for Bounded and Unbounded Samples 

Data 
Quarter 

Number of 
Victimizations 

Percent Victimizations 
Not eported t Police Standard Er -ors z of 

Difference Bounded Unbounded BoundedjUnbounded Difference Bounded Unbounded Difference 

I/74 
/74 

/74 
IV /74 
I/75 

7309020 
7441220 
8298200 
8693250 
7468410 

9870360 
10767050 
11316020 
12271730 
10728060 

70.672 
66.954 
65.504 
68.884 
67.343 

72.575 
68.769 
65.132 
71.546 
71.339 

1.903 
1.815 

-0.372 
2.662 

3.996 

.6000 

.6128 

.5824 

.5481 

.6097, 

.4778 

.4779 

.4857 

.4394 

.4661 

.7671 

.7771 

.7583 

.7024 

.7674 

2.481 
2.335 

-0.491 
3.790 
5.207 
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THE EVALUATION OF DIFFERENT COUNTING 
RULES AND WEIGHTING PROCEDURES FOR SURVEYS WITH MULTIPLICITY 

Gad Nathan, Hebrew University, Jerusalem 

Sirken [3] has proposed using the weights: 

(1.5) wa i(S) = = /sa , 

for all S, and for all (a,i) such that 6a = 1 

1. Introduction and Notation 

In a sample survey with multiplicity, 
(Sirken [3]), designed to estimate the total 
number, N, of events occurring in a population of 
L reporting units, each event is linked to one or 
more reporting units, by a well defined counting 
rule. The counting rule is defined by the values 
of the indicator variable, 6a which takes the 

value one if the a -th event is linked to the i -th 
reporting unit (a= 1,...,N; i= 1,...,L), where: 

L 

(1.1) s = 6 
. 

>1 (a= 1,...,N), 
i =1 

i.e. each event is linked to at least one 
reporting unit. The value of is termed the 

multiplicity of the a -th event. 

A probability sample, S, of reporting units 
is defined by the indicator variable di(S), 

which equals 1 if the i -th reporting unit is in 
the sample, S. 

Initially, it will be assumed that, if 
di(S) = 1 , the v e c t o r 

= (6a L) 
is 

known for all a= 1,...,N, such that 1, i.e., 

each reporting unit in the sample reports, for 
each event linked to it, on all other reporting 
units linked to the same event and there are no 
response errors. 

If E[di(S)] > (i= 1,...,L), then a weighted 

linear multiplicity estimator of N is defined as: 

L d. (S) N 
(1.2) N(S) = 

il al 

where wa,i(S) are any real numbers. The 

expectation of the estimator is: 

L N 
(1.3) E[N(S)] = E[wa.(S)Idi(S) = 1)6a,i 

i =1 a =1 

N 
L 

= 
a =1 i =1 

where E[wa,i(S)Idi(S) = 1]. 

Thus, in order that N(S) be an unbiased 
estimator of N for any matrix, = 

(a= 1,...,N;i= 1,...,L), for which (1.1) holds, the 
following relationship must hold; 

L 

(1.4) 

il wa i6a . = 
1 (a= 1,...,N). 
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(i.e. weighting by the reciprocal of the 
multiplicity). For these weights, referred to in 
[4] as unit weights, (1.4) obviously holds, so 
that N(S) is unbiased estimator. In the 
following, it will be shown that, in a certain 
sense, this weighting is optimal for simple ran- 
dom sampling under the above assumption, in the 
absence of response errors. However alternative 
weighting procedures must be considered if there 
are response errors. The components of mean 
square error, taking response errors into account, 
are evaluated approximately as a function of 
certain parameters. This allows the comparison 
of alternative counting rules and weighting 
methods. 

2. 

Eptimal Weighting in the Absence of Response 
Errors 

In the following, simple random sampling 
without replacement, of size t, will be assumed, 
i.e.. 

(2.1) E[di(S)] = 

E[di(S)dj(S)] = [u(k-1)]/[L(L-1)], (i#j). 

Let: 

(2.2) Xi(S) = 
wa i(S)6a,i a1 

and 

N 
(2.3) = E[Xi(S)Idi(S)=1] = 

wa i 
a=1 

Then it can easily be shown that the 
variance of the estimate (1.3) is: 

L 
(2.4) Var[N(S)] = (L /R)2 E{ d. (S) [Xi(S) -Xi] 

i 

t(L-1) (Xi-N/L) 

2 

Each of the two terms is non -negative and, 
for given values of Xi, the variance is minimal 

if, for all S such that di(S) = 1, 

N 
(2.5) Xi(S)-Xi = ai(S)-wai]6ai O. 



But, for (2.5) to hold it is sufficient if, for 
all S, such that di(S) = 1: 

(2.6) wa i(S) = wa (a= 1,...,N;i= 1,...,L). 

Since, when (2.6) holds, the variance (2.4) 

depends only on the values of Xi, which in turn 

depend only on the values of wa weighting 

which is independent of the sample is optimal, 
in the above sense. 

For sample- independent weighting (i.e. if 
(2.6) holds) the variance (2.4) is minimized if 
L 

is minimal subject to (1.4). For given a, 
i =1 
weights wa can easily be found.to attain this. 

However A must be assùmed unknown, except for the 
row vectors =(6 

a,1' ...,6a L), 
such that 

L 
di(S)6 (i.e. for events linked to at 

i =1 

least one reporting unit in the sample). But 
sample- independent weighting requires that for 
given the weights, w must be a function 

o' 

only of 6 . Thus the following minimax approach 

is implied: 

Let D(6 ) be the set of matrices, o, for 

which the ao -th row is 6 . For a given matrix o, 

0 
let W(e) be the set of all vector functions: 

w: {0,1 }L RL , 

for which (1.4) holds, i.e.: 

(2.7) i )6 = 1. 

Let: 

L N 2 

(2.8) = [ wi(6)6ai] 
i=1 a=1 

Then, for a given vector 6 , the optimal 

weight vector, 0(6 ), is defined as that for 

which: 

(2.9) max f(w,t), 
wcW(A) AcD(6 ) 

0 

is attained. 

It is easy to see that, for a given 
o 
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(2.10) max f(w,e) = (N -1)2 + 

- 

L 

+ w. ) + 2(N -1) max w.(6 ), 

i =1 
1 -ao 

for any such that ). The maximum 
0 

is attained by o* such that 6á and, if 

0 0 

max w.(6 ) = w. (6 ), 
1 ao 

(2.11) 

1 ; i =i0 

0 ; ii0 , 

(0a0; a= 1,...,N). 

The minimum of (3.4), for weW(A *), is: 

(2.12) min f(w,o *) (N -1)2 + 
1 2(N -1) 

*) 

This minimum is attained by w* for which 

(6 ) = , for all i= 1,...,L, such that 
o 

6 = 1. 

aoi 

Thus the unit weighting (1.5) is optimal in 
the above minimax sense. 

3. Weighting in the Presence of Response Errors 

If, as usually happens in practice, events, 
for which 6a = 1 and for which di(S) = 1, are 

sometimes under- reported, or if there is over - 
reporting of events, the optimality of the 
weights (1.5) is not necessarily attained. For 

the case where the reciprocals of the multi- 
plicities are used as weights, an approximation 
to the total mean square error, including re- 
sponse and sampling error components, of the 
estimate (1.3) is given in Nathan [1], under 
certain simplifying assumptions. In the fol- 
lowing a similar development for a general 
weighting scheme will be given. 

The weighting can be defined by means of a 
variable, Za measurable for all i, such that 

, 

1 for any event, a, for which 

di(S)6 (i.e. the event is linked to at 
i 

least one reporting unit in the sample). 



L 
Let Z« 

Za 
Then for the weights: 

i =1 ' 
Z 

(3.1) wa 
a 

the relationship (1.4) holds,,,so that, in the 
absence of response errors, N(S), would be un- 
biased. Thus if the variable Z 

a,1 
is the number 

of persons linked to the event in the household, 
element weighting, as defined by Sirken and 
Royston [4], is obtained. 

Response errors may occur both due to 
under- reporting or over- reporting of events and 
to errors in reporting the values of Za and of 

Z. For the present it is assumed that there is 

no over- reporting of events. This assumption is 
made to simplify the expressions and will be 
later relaxed. 

In addition to the assumptions and notations 
of [1], it will be assumed that the weighting 
variables, Za are observed without error, if 

=1, i.e. the reporting unit itself reports 

correctly on its own value. However, response 
errors may occur in the reporting of Za. Let 

Za(i,t) be the value reported for Za by the i -th 

reporting unit at trial t. Unbiasedness will be 
assumed, so that: 

(3.2) Et[Za(i,t)] = Za (i= 1,...,L; a= 1,...,N) 

The relative response variance of Za(i,t) is 

assumed to be independent of a and of i, so that: 

(3.3) Vart[Za(i,t)] = 

(i= 1,...,L a= 1,...,N). 

The sample estimate of N, at trial t, for sample 
S, is: 

L N 
(3.4) N(S,t) = d. (S) 

wa 
.(t)6 ( a 

i =1 a =1 

where: 

Z 

(3.5) wa,i(t) Zati,t) . 

If we denote the average of the weights, 
wa for reports of relationship r, by: 

N L 
(3.6) r i (reC) 

a=1 i=1 " 
so that Ar 1, then, similarly to the 

reC 

development in (1) the bias of the estimate can 
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be approximated by: 

(3.7) B = No - N -N {1-(1+V2)Pr} . 

reC 

Neglecting the correlated response variance, 
the (simple) response variance, RV, can be 
approximated by: 

2 2 (3.8) RV N 
re C 

[V Pr Br + (1+V )P 
r 
(1-P 

where: 

N L 2 
(3.9) Br = 

al i1 
2 

is the average of the squared weights, wa,i, for 

reports of relationship r. Similarly the sampling 
variance can be approximated by: 

(3.10) SV = 
[N(l+V2)2{ Br 

reC 

N L 
+ E 

r r'eC a a'=1 i=1 , , 

- Nó/L]. 

The above expressions for the components of 
the mean square error, (3.7), (3.8) and (3.10), 
are exactly the same, for the case of no over - 
reporting, as the expressions (3.2), (3.8) and 
(3.9) in [1], with wa replacing 1 /sa. The 

above expressions are in fact, a generalization 
of the case of unit weighting (i.e. wa 1 

They can thus be easily extended to the case 
where M additional "non- events" are liable to be 
reported in exactly the same way as in [1], with 
1 replaced by 

4. Evaluation of the Components 

The values of the parameters required to 
evaluate the components can be estimated from an 
evaluation survey, as specified in [1], or as 
proposed by Sirken and Royston [4]. However, the 
values of A 

t 
and of Br which are, of prime impor- 

tance in the components of error and contribute 
importantly to the differences between counting 
rules and weighting methods, can, in cases 
be obtained from approximations to the distribu- 
tions of components of the weights wa by simple 

single -parameter distributions. 

For example, the empirical results of a 
multiplicity study on births in Israel, described 
fully in Nathan, Schmelz and Kenvin [2], show 
that certain household multiplicities were dis- 
tributed approximately as Poisson distributions. 



Thus, for the counting rule for which births are 
reported by the woman giving birth, by her sisters 
and by her mother (in that order of precedence, 
i.e. mothers only report in the absence of sisters 
in the household), the distributions of the number 
of households of sisters for networks with and 
without mothers (not residing with daughters) are 
given in Table 1. The fit to the theoretical 
Poisson distributions is good and the difference 
between the empirical and the theoretical distri- 
butions is not significant. The values of the 
components of relative error resulting from the 
use of approximation, for various combina- 
tions of the parameters are given in Table 2, for 
unit weighting. A similar approximation for ele- 
ment weighting gives the results of Table 3. 
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Table 1: Empirical and theoretical distributions of household multiplicities 
(reports on births by women giving birth *) 

Nimber of households 
of sisters 

sa,3 

Separate household of mother 

s (1) s =i(2) 

Empirical Theoretical Empirical Theoretical 

Total 

0 

1 

2 

3 

4+ 

164 

41 

54 

38 

18 

13 

164 

37.04 

55.11 

41.00 

20.33 

10.52 

164 

52 

55 

34 

16 

7 

164 

47.85 

58.95 

36.30 

14.90 

6.00 

Mean 1.488 

x2 
(goodness of fit) 1.517 

1.232 

1.017 

*Source: Multiplicity study of marriages and births in Israel. 

(1) Nbther's mother resides in household with daughter or deceased. 

(2) Nbther's mother resides in separate household (without daughters). 
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Table 2: Components of mean square error for various values of basic model parameters - unit weighting. 

Parameter /Component 
Conventional 

Multiplicity rule alternatives rule 

Values of basic parameters 

Mean number of sisters' hóuseholds 

per network without household of mother - 1.50 

1.25 

.50 

1.80 

1.25 

.50 

1.50 

1.50 

.50 

1.80 

1.50 

.50 

1.50 

1.25 

.60 

1.50 

1.25 

.50 

1.50 

1.25 

.50 

per network with household of mother - 
X1 

Proportion of networks without household of mother - R 

Under- reporting probabilities - 1 -Pr 

Event household (r=1) .02 .02 .02 .02 .02 .02 .02 .02 

Household of mother (r=2) .09 .09 .09 .09 .09 .09 .09 

Households of sisters (r=3) .19 .19 .19 .19 .19 .15 .19 

Over- reporting rates - 

Event household (r=1) .02 .02 .02 .02 .02 .02 .02 .02 

Household of mother (r=2) .18 .18 .18 .18 .18 .18 .18 

Households of sisters (r =3) .20 .20 .20 .20 .20 .20 .15 

Components of relative standard error (percentages) 

Total root mean square error - 4.12 4.02 4.06 3.96 4.10 5.00 3.93 5.37 

Bias - B/N 1.14 1.06 1.00 0.92 0.83 3.07 0.49 0.04 

Response standard error - 2.39 2.44 2.41 2.46 2.37 2.34 2.29 0.96 

Sampling standard error - /N 3.16 3.02 3.10 2.96 3.24 3.19 3.15 5.29 



Table 3: Components of mean square error for various values of basic model parameters - element weighting. 

Parameter? Component 

Values -of basic parameters 

Mean number of reporting persOns: 

in event household and in households of sisters (excluding 
woman giving birth) in networks without mother 

in households of sisters in networks with mother 

Proportion of networks without household of mother 

Proportion of sisters in separate households 

Larder- reporting probabilities 

3.40 4.00 3.40 4.00 3.40 3.40 3.40 3.40 

1.25 1.25 1.50 1.50 1.25 1.25 1.25 1.25 

.50 .50 .50 .50 .60 .50 .50 .50 

.90 .90 .90 .90 .90 .95 .90 .90 

Event household .02 .02 .02 .02 .02 .02 .02 .02 

Household of mother .09 .09 .09 .09 .09 .09 .09 .09 

Households of sisters .19 .19 .19 .19 .19 .19 .15 .19 

Over- reporting rates 

Event household .02 .02 .02 .02 .02 .02 .02 .02 

Household of mother .18 .18 .18 .18 .18 .18 .18 .18 

Households of sisters .20 .20 .20 .20 .20 .20 .20 .15 

Total root mean square error - /N 

Bias - B/N 

Response standard error - 

Sampling standard error - 

Components of relative standard error (percentages) 

4.17 4.09 4.05 3.65 4.02 4.12 5.63 3.63 

1.91 1.86 1.72 0.72 1.56 1.86 4.26 0.07 

2.56 2.59 2.58 2.58 2.57 2.56 2.50 2.45 

2.68 2.57 2.61 2.48 2.67 2.62 2.71 2.68 



A STATISTICAL MICRO -DATA SOURCE ON AFDC RECIPIENTS 

Howard Oberheu and Mitsuo Ono 
Social and Rehabilitation Service 

Introduction 

The National Center for Social Statistics (NCSS) 

of the Social and Rehabilitation Service (SRS) 
and its predecessor organizations have con- 
ducted detailed studies on the aid to families 
with dependent children (AFDC) program on an 
intermittent basis since 1948 covering demo- 
graphic, social, and program characteristics and 
financial circumstances of recipients. AFDC, 
the nation's major Federal -State cash assistance 
welfare program, provides public assistance to 
needy families with children who are deprived of 
parental support and care, including those with 
fathers who are unemployed. (Reference 1) 
Since its inception in 1936, the AFDC family 
caseload has increased from 162 thousand in 
December 1937 to 3.6 million families in March 
1976. 

This paper provides key information on the only 
National source of AFDC "micro" data andobser- 
vations on the 1975 AFDC study. Study results 
have been used as basic information on AFDC re- 
cipients, benchmarks to evaluate household sur- 
vey data, and as policy oriented research 
material (References 2, 3, and 4). AFDC studies 
are conducted primarily for program administra- 
tion, e.g., to analyze how long AFDC assistance 
is received and reasons for eligibility. The 

1973 and 1975 studies have provided basic data 
on child support enforcement and the provision 
of services such as family planning. State 
agencies use data from these studies to make 
inter -State comparison. Also, many research 
agencies have used the micro -data computer tape 
files for modeling purposes. 

Historical Perspective 

AFDC studies were conducted with one or more 
study months in 1948 (June), 1953 (November), 
1956 (January, February, March, or April), 1958 
(October, November, or December), 1961 
(December), 1967 (November or December), 1969 
(May ),1971 (January), and 1973 (January). The 

1975 study has a May study month. Chart I shows 

the timing of these studies relative to the AFDC 
recipient caseload. Although studies have be- 
come known as a biennial series because of their 
frequency since 1967, there is no mandate that 

the studies be conducted at any specified time. 

A study is conducted based on need and avail- 
ability of resources, not necessarily following 
a period of caseload growth. 

Over time, the methodology and content of the 
studies have changed and expanded as the program 
changed and data needs increased. These changes, 

of course, do impart on the comparability of 
data. A list of items included in the various 
studies since 1967 is available on request. 
Most of the data elements have been included in 
more than one study while many items have been 
included in all studies, e.g., basis for 
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eligibility, race, number in assistance group, 
and amount of grant. The primary focus of these 
studies was the AFDC family. 

With respect to program changes, the recent 
separation of services and payments necessitates 
the use of two separate survey schedules for 
each sample case. New items such as those on 
child support have been recently incorporated. 
In addition, it has been possible to obtain in- 
formation on all fathers associated with a case 
rather than identifying the status of only one 
father; resulting from more flexibility allowed 
by computer processing. 

Another important difference, especially to the 
researchers, is that information prior to the 
1967 study was reported by State agencies in 
summary reports, in effect providing only macro - 
data on recipient characteristics. For studies 
conducted in 1967 and thereafter, States were 
required to submit a survey schedule for each 
family in the study sample. This has resulted 
not only in a report series but also made avail- 
able public use micro -data files. Of course, 
all case -specific identifying information such 
as names and case number have been removed from 
these public -use files. NCSS has provided copies 
of these public -use tapes to government agencies 
and to the National Technical Information 
Service. 

Table I provides the sample size utilized in 
these studies. The 1967 study is the most recent 
that provided published estimates for all State 
AFDC caseloads. In 1973, States were given the 
option to supplement the minimum sample required 
to yield publishable State data. Only for the 
largest States were the sample sizes sufficient 
for data to be published for all years. 

For the 1969 and 1971 studies, a sample size of 

350 or more cases was considered sufficient to 
separately publish State data. With a confidence 
level of 95 percent, the sample would measure a 
difference greater than one percent (i.e., 49.5 & 
50.5 percent). For State data published -sepa- 
rately for the 1973 study, the sample was de- 
signed to measure that a characteristic of 0.5 
percent was significantly different from zero 
(at 95% confidence level). For more details, see 
reference 2. 

The 1975 AFDC Study 

The 1975 AFDC Study is 
Due to State reporting 
cessing time needed, a 
should be available at 

currently being completed. 
delays and additional pro - 
completed computer file 
the end of September 1976. 

As with other NCSS reports, this study picks up 

available administrative records in the State/ 
local welfare agencies as the information source. 
Hence, information to be collected in the study 
is limited by the information contained in the 



case record. This constraint has become more 
acute with the introduction of the simplified 
method of eligibility determination which has 
limited available information only to those data 
items required for such a determination or re- 
tained as an historical caseload management 
record. 

The sample frame for the 1975 AFDC study was 
similar to that utilized in prior studies. A 
minimum of 0.5 percent was required (allowing 
for six States to be published separately) with 
the option of supplementing the required sample 
to allow for reliable State estimates (exercised 
by 24 States) . 

As in 1973, the sample size was such that a 

characteristic of 0.5 percent was significantly 
different from zero (at. 95% confidence level). 
Each State that chose the optional size sample 
computed the exact sample size for the study 
month using the formula: 

n= N 
1 +00116879N 

where n= number of families in the sample, and 
N= number of families in the caseload in 

in the study month 

This sample size is designed to measure a char- 
acteristic for each State using the same pre- 
cision as the national sample. 

Two innovations were introduced into the sample 
frame for the 1975 study. The first provided 
longitudinal information on AFDC families. 
Sample cases of the January 1973 study that re- 
ceived a payment in May 1975 were incorporated 
in the 1975 study sample. These cases which 
received a payment in January 1973 and May 1975 
represent the universe of cases that received 
AFDC at two points in time spanning a 29 month 
period. These same cases which have been re- 
ceiving AFDC over a period of several years are 
included in the regular 1975 AFDC Study sample 
along with cases that started receiving assist- 
ance after January 1973. Thus, the 1975 sample 

consists of "old" cases, which comprise the 
longitudinal segment, and "new" cases. Because 

the sample is drawn by the States, no allowance 
is made for interstate transfers of cases, i.e., 

an approved AFDC case discontinued because of 
a move to another State would not be included in 

the longitudinal segment. 

The second innovation was to include AFDC- 
Quality Control (QC) sample cases for May 1975 
in order to check reported data. After com- 
pletion of the study, comparisons will be made 
between QC review data and study data to eval- 
uate the accuracy of the reporting. Items which 

can be compared are as follows: 

. Time of most recent opening 

. Most recent action is approved 
application or redetermination 
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Number of persons in assistance 
group (total,children, adults) 
and in household (total, others 
not in group) 
Deprivation factor 
WIN program registrants and 
participants 
Current employment status of 
caretaker relative and spouse 
included in assistance group 
Presence of nonassistance income 
and /or resources, by type 
Amount of AFDC payment 

Although the primary effort for developing and 

conducting the study is with NCSS, considerable 
guidance is provided by State public welfare 
agencies because of the Federal -State relation- 
ship. In addition to State comments, study 
schedules were pretested in the Arlington, 
Virginia, Department of Human Resources. Also 
recommendations on content were provided by 
Federal agencies, e.g., OMB. 

Preliminary Observations from the 1975 AFDC Study 

Some observations are gleaned from reliminary 
edit reviews on the collection of data for 
several items relating to time on assistance and 

number of persons in the household. Additional 
data on prior openings for AFDC have likely re- 
sulted in more accurate reporting on date of 
most recent opening. For the AFDC study, case- 
workers were instructed that payment lapses of 
three months or less were not to be counted as 
discontinuances and subsequent reopenings. For 
a number of cases, the additional data indicated 
the instruction was not properly followed but 
it was possible for corrections to be made. 

In regard to number of persons in the household, 
prior studies reported numbers of persons in the 
AFDC assistance group and of other persons in 
the household. In addition, the 1975 study also 
obtained a separate listing of all adults and 
children in the household. Here the results are 

more obscure in regard to improved accuracy of 
the detailed listing versus the summary numbers 
in those few instances where the data were 
inconsistent. In some instances, some indivi- 

duals were not listed while to a much lesser 

extent some individuals had not been included in 

the household summary but were listed indepen- 
dently. A concern of any such study is possibly 
that those individuals a caseworker was reluc- 
tant to list as a household member may have been 
excluded from both the household summary and the 
detailed listing. Such reluctance may carry over 
from the man-in -the house era or as a result of 
the present emphasis on an individuals privacy. 
In instances where inconsistencies occurred, 
State agencies were requested to provide the 
corrected data. 

Some areas of concern regarding these studies are 
as follows. The biennial frequency of the study 
causes the data to be outdated for some purposes 
after a period of time prior to availability of 



results from a subsequent study. Conducting the 
studies during one month precludes analyzing 
seasonal variation of the data. Since the study 
universe includes only AFDC families currently 
receiving assistance, data on cases discontinued 
and those eligible and not receiving assistance 
are limited. The use of administrative records 
prohibits questions not directly related to the 
welfare process such as information on non - 
recipient household members or opinion type 
response of recipients. Hence, need exists to 
institute supplementary household surveys cover- 
ing target populations in order to obtain re- 
quired data. 

Selected General Findings 

As an example of information obtained from the 
studies, the following is provided: 

. In line with the general population, 
AFDC families are more likely than 
not to live in metropolitan areas. 

. The proportion of families that are 
black has been increasing. 

. The size of the AFDC family has been 
decreasing and typically includes 
only a mother and two children at 
the present. 

. Mothers that are not employed have 
a greater than even chance of 
having children under age six; 

fathers are most likely to be in- 
capacitated for employment when 
not working. 

. The proportion of families with 
children whose father was not 
married to the mother has in- 
creased while that for families 
with orphans has decreased. 

Future Efforts 

Closely associated with the characteristics 
studies is a major effort in SRS to develop a 
statistical data base of recipients of the 

various social welfare programs. Briefly, such 

a system, known as the Recipient Statistical 
Reporting System, will identify individuals and 
families in one or more programs, e.g., AFDC, 
food distribution, social services, Medicaid, 

etc., resulting in a micro -data file containing 
demographic and program characteristics. Such 

data can be used in the analysis of separate 
programs or of the receipt of multiple benefits. 

The next characteristics study will be conducted 

in the spring of 1977. We appreciate the con- 
tinued support of researchers and other 

interested data users in the development of 

these studies. 
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TABLE I 

AFDC Characteristics Studies 

Study 

Number 
of AFDC 
Families 

Sample Number of 
States 

Published Number requirement 

1948 (June) 449,202 50 

1953 (Nov.) 541,353 52 

1956 (Jan. -Apr.) 610,070* ** 52 
1958 (Oct. -Dec.) 746,401* ** 51 
1961 (Dec.) 915,559 .01 or 500 51 
1967 (Nov. -Dec.) 1,285,040* .03 or 500 67,000 53 

1969 (May) 1,652,306 .01 16,00o 13 

1971 (Jan.) 2,558,094 .01 25,000 21 

1973 (Jan.) 3,142,860 .005 35,00o 33 
1975 (May) 3,481,363 .005 32,00o 29 

1976 (Jan.) 3,573,038 

* Average for the study months. 

** Limited information is available on sample size for early studies. For example, 
the only reference for the 1953 study reads: "Reports for most States were 
based on samples of the caseload including a minimum of 500 families." 
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SOME PRELIMINARY RESULTS FROM A VALIDATION STUDY 
OF THE ESTATE MULTIPLIER PROCEDURE 

H. Lock Oh and Fritz Scheuren* 
Social Security Administration 

The estate multiplier procedure has long been 
employed by economists and statisticians to 
estimate personal wealth [e.g.,1]. While there is 
a widespread recognition of the fact that the 
technique has potentially serious flaws, repeated 
calls for a vigorous evaluation of the method 
[e.g.,2] have generally been unavailing. A number 
of projects, however, are now underway which offer 
some promise in this regard [3,4]. The present 
paper is a report on one such effort that was 
recently undertaken using data from Social 
Security's Continuous Work History Sample. 

ESTATE MULTIPLIER PROCEDURE 

Before discussing this validation study and the 
results that were obtained, it might be useful to 

review some of the salient features of the 
multiplier procedure. The estate multiplier 
technique employs information from the records of 
decedents (usually financial records) to describe 
the characteristics of living individuals. To 

construct estimates, for each decedent, the data 

are weighted by the inverse of the mortality rate 
thought to be appropriate for the demographic 

category to which the individual belonged. 

Illustration. Consider the estimation of average 
house value for white males, 35 to 44 years of 

age, living in the State of Massachusetts in 1973. 
Assume we have at hand data on the number of 1973 

decedents in this category, their house values, as 
obtained from some source (such as probate 
records) and their respective mortality rates. 
The first three rows of figure 1 provide some 
hypothetical data on these decedents. In 

particular, for the 35 to 39 year age group, there 
are 80 decedents, and their average house value is 

$40,000. For the 40 to 44 year age group, there 

are 100 decedents who had total house values of 

$4.5 million, or $45,000, on the average. 

The next two rows deal with mortality experience. 
By definition, the mortality rate for a given 

demographic category is the fraction of the 

persons in that category who died. If one assumes 

that the occurrence of death for any individual in 
such a group is equal to that for any other 

member, then, the mortality rate is equivalent to 

the sampling fraction in a stratum of a stratified 

survey design. This analogy to probability 

sampling is generally used [5,6] to "justify" the 

estimation procedure employed in the estate 

multiplier technique. In any case, given the 

mortality experience shown in figure 1, the estate 

multiplier procedure would weight the information 

for the 35 to 39 year -olds twice as heavily as for 

those 40 to 44. The balance of the illustration 

shows how this is done. 

Advantages and Disadvantages of Method. --There are 

several advantages that the multiplier enjoys 

which make it an attractive alternative to 
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Figure 1.-- Illustration of the Estate Multiplier 
Calculations 

Item 

Age 
(in years) 

35 -39 40 -44 35 -44 

DECEDENT DATA 

Decedent Sample Size.... 80 100 180 

Total House Value (in 
millions of dollars).... 3.2 4.5 7.7 

Average House Value 
(in dollars) 40,000 45,000 42,728 

MORTALITY EXPERIENCE 

Mortality Rate 2/1000 4/1000 
Estate Multiplier 500 250 

ESTIMATES USING ESTATE 
MULTIPLIER 

Total Population Count.. 40,000 25,000 65,000 
(80x500) (100x250) 

Estimated Total House 
Value (in millions of 
dollars) 1,600 1,125 2,725 

Estimated Average House 
Value (in dollars) 40,000 45,000 41,923 

probability samples employing household survey 
techniques. First, the information is generally 
obtained from records that have been very 
carefully prepared. Second, if the records are 
for estate tax or probate purposes, legal 
sanctions exist which would tend to further reduce 
misreporting problems. Coverage errors and errors 
arising from nonresponse are also lessened 
considerably because of the routine compliance 
procedures associated with the administration of 
the law. Questions of ownership and valuation do 

arise, of course; but, on the whole, at least in 

the case of the U.S. Federal estate tax returns, 
content errors are believed to be quite small [7]. 

The main disadvantage of the technique is that the 
estimates are not based on probability samples. 
In particular, the "randomization" is not under 
the control of the analyst, and, hence, he must 
guess about its nature. Thus, a subjective 
element is introduced which might have a crucial 
impact on the results. 



As usually carried out, the multiplier technique 
stands, or falls, depending on whether or not the 
following assumptions hold: 

1. the characteristics to be measured have 
not been distorted by the sampling 
process (i.e., by the occurrence of 
death); 

2. the average mortality experience of the 
population about which inferences are 
being made has been adequately accounted 
for in the rates being used; and, 
finally, 

3. the extent to which an individual's 
probability of death differs from the 
average for his demographic group is not 
related to the information one wishes to 
estimate. 

Of course, it has generally not been possible to 
adequately check these assumptions. Even in the 
validation study we are about to describe, we have 
only been able to isolate the net effect of 
failures in these assumptions. 

DESCRIPTION OF VALIDATION STUDY 

One way to validate the multiplier procedure is to 
compare it with another measurement technique in 
which we have more (or complete) faith. This 
turns out to be a very formidable problem. In the 
context in which the multiplier procedures are 
usually conducted, only very limited success has 
been achieved so far. 

It is possible, however, to examine the multiplier 
method in situations where it would not normally 
be used because other estimators are available. 
While not quite in the needed context, such 
situations do afford us a test of the procedure. 
Of course, the nature of the situation one studies 
naturally limits one's inferences about the 
validity of the procedure, but this should (and 

did) not deter us. 

Use of Social Security (SSA) Records for 
Validation Purposes. --SSA maintains longitudinal 

records on each worker's social security covered 

taxable earnings up to the taxable maximum for any 

given year. Annual summaries from these 

administrative files are published in the 

Statistical Supplement to the Social Security 

Bulletin [8]. 

The basic study design called for a comparison 

between this overall historical information for 

the period 1951 -1971 and estimates obtained by 

tabulating an appropriately weighted sample of 

persons in the Social Security system who were 

identified as having died in 1972. 1/ If the 

multiplier procedure were valid, it should be 

possible to estimate the earnings distribution in 

some prior year (say 1960), by employing the 

earnings histories obtained from the longitudinal 

files for 1972 decedents. However, a difficulty 

arises which must be faced. It has to do with the 

fact that the 1972 sample could only be expected 

to estimate the earnings distributions of 
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individuals who survived to 1972. In particular, 
individuals who died prior to 1972, but who had 
earnings in, say, 1960, cannot be estimated using 
just the 1972 decedents. 

Survivor Estimates.- -Now, if all deaths for all 
persons in social security covered employment were 
always reported to SSA, the published historical 
series could be adjusted directly, so that only 
earners who had survived to 1972 would be 
included. Unfortunately, there is no necessity 
for all deaths to be reported. In many cases, 
there is an economic incentive to notify Social 
Security (if the individual has worked long enough 
to be eligible for a lump sum death benefit), but, 
even then, the death is not always reported. 

There were two consequences of this: one is that, 
although the reporting has improved over the 
years, the 1972 decedent sample's coverage was 
such that we could only look at a rather 
restricted universe --males 35 years or older in 
1972. Even with this restriction, there was still 
some coverage error, with only about 95 percent of 
all 1972 deaths among males aged 35 or more being 

Figure 2. -- Number of Male SSA Earners, 35 Years or Older: Comparison 

Between Historical Series and 1972 Survivors, 1951 -1971 
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reported to SSA. Five year age -race specific 
coverage adjustments could be made for 1972 
decedents;2/ however, it was not possible to use a 
direct method of calculating 1972 survivors, since 
the coverage error not only was greater in earlier 
years, but it is cumulative. 

To "get around" this problem, we had to 
synthetically derive cohort survival rates by 
single year of SSA age (race and sex) for the 
period 1951 through 1971. The details of how 
these survival rates were calculated are provided 
in [9], which is available on request. 

Figure 2 compares the 1972 survivor counts 
obtained by this process to the corresponding 
distribution of the number of persons in SSA's 
historical series for the years 1951 through 1971. 

There are no surprises here. For example, of the 
21.3 million male earners 35 or older in 1951, the 

chart shows that 12.7 million, or only about 60 
percent, survived to 1972. On the other hand, as 
might also be expected, the fraction of 1969 
earners who survived to 1972 was over 96 percent. 

The 1972 survivor totals are, of course, subject 
to various errors. On the whole, though, they 

Figure 3. -- Number of Male SSA Earners, 35 Years or Older: Comparisons 
Between 1972 Survivors and Multiplier Estimates, 1951 -1971 
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probably afford a reasonable standard for the 
initial check of the multiplier procedure given in 
the next section. 

INITIAL RESULTS OF STUDY 

For the comparisons we will be making in this 
paper, the demographic categories in which the 

multiplier estimates (and the survivor figures) 

were calculated include only age, race, and sex. 

No adjustment for differentials by earnings class 
(or, indeed, between earners and nonearners) has 

been made. This limitation should be kept in mind 
as we look at figures 3 and 4 below. 

Overall 1972 Survivor Series and Multiplier 
Estimates. -- Figure 3 compares the number of 

survivors shown in the previous chart to 

multiplier estimates based on decedents' records 
for 1972. 

Notice that the multiplier estimates are generally 
quite similar to the survivor totals. For the 

Figure 4. -- Number of Male SSA Earners, 35 Years or Older with 
Earnings of $3600 or More: Comparison Between 1972 
Survivors and Multiplier Estimates, 1951 -1971 
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period before 1966, the two graphs track each 
other very closely. In fact, for each year, they 
are within sampling error.3/ However, the 
multiplier procedure fails to provide reasonable 
estimates after 1967. Apparently, as early as six 
years before death, the onset of health problems 
causes a decrease in earnings. We expected this 
behavior for 1971 and, to a lesser extent, for 
1970. It was somewhat surprising to us, though, 
to see that the phenomenon begins so long before 
death and that its effect is so marked. 

1972 Survivor Series and Multiplier Estimates for 
"High" Earners. -- Figure 4 examines the multiplier 
estimates for persons with earnings of $3,600 or 
more.4/ Here, the multiplier appears to do well 
only until about 1960, while in figure 3, the 
estimates were in rough agreement as late as 1966. 
We speculate that not only are health problems a 
factor, but that there may also be a favorable 
differential at work in the mortality of these 
"high" earners relative to all social security 
account number holders. In this connection, it 

should be pointed out that, if there were such a 

differential, then, the survivor totals being used 
as a standard would be too low; hence, the gap 
shown in figure 4 would be an understatement. 

FURTHER RESULTS AND SOME CONCLUSIONS 

While this presentation has probably not 
emphasized it sufficiently, there are a number of 

"methods" issues imbedded in the approach we have 
taken. It is for this reason that we have 
labelled the findings as preliminary. 
Nonetheless, we do think some generalization may 
be warranted. Clearly, the estate multiplier 
procedure cannot be said to have been "validated" 
by the tests offered in this paper. However, 

proponents of the technique should not despair. 
For one thing, the impact of "health problems" 
would probably not be as severe for wealth 
variables as they are for earnings. On the other 

hand, the potential effect of differentials in 

mortality rates could be much greater in 

estimating wealth. 

This paper has only touched on some of the overall 
results in the complete study. An extensive 

appendix is available to anyone interested in 

pursuing the matter further. 

AN AFTER WORD 

When we prepared this paper for the Proceedings, 
it struck us that we had not adequately stressed 
that, in our opinion, the multiplier technique has 
been overused. In particular, we feel the 
technique is unsafe to employ alone or without 
introducing external (and internal) checks. (See 
[4].) It is one thing to examine the method as an 
intellectual curiosity ( as was done in this 
paper). It is entirely another matter to rely on 
it in situations where important decisions have to 
be made. 

653 

FOOTNOTES 

* The authors would like to thank Wendy Alvey, 
Faye Aziz, Beth Kilsa, and Bob Yuskavage for 
the computational and other assistance they 
provided. Helpful editorial comments were 
given by Keith Gilmour. The text was typed by 
Catherine Murphy. 

1/ The decedent sample used was the 1% 
Continuous Work History Sample (CWHS) for the 
period 1937 -1972. Information was also 
tabulated on all earners for each year from 
1937 to 1971 using the 1937 -71 0.1% CWHS. 
These tables were needed to augment the 
published historical data. (A full set of 
the tabulations will be made available upon 
request.) 

2/ The assumption was made that, for a given 
race -age group, the earnings histories of 
covered and uncovered 1972 decedents were 
roughly the same. This assumption is 
undoubtedly false, but, because the uncovered 
group is so small, the differences which 
exist are not believed to have materially 
affected the overall outcomes of the present 
test. A study matching death certificates to 
social security records is planned to examine 
the characteristics of the uncovered group. 

3/ For the "survivor" totals, the variance was 
fairly easy to obtain, since, at least at the 
national level, for the statistics examined, 
the CWHS (upon which the figures were based) 
can be treated as roughly a simple random 
sample. (See [10], table 1.) To estimate 
variances for the multiplier totals, we had 
to resort to a super -population model. Under 
this model we assumed that: 

1. each calendar month's deaths were 
drawn independently of every other 
month's deaths; 

2. the monthly samples can be divided 

into six strata -- 

A. January and 
December 

B. February and 
March 

C. April and 
November 

D. May and October 

E. June and July 

F. August and Sep- 
tember; and 

3. within each of these 6 strata, the 

probability of an individual's death 

during a month is equal to some 

constant which is the same for both 
months.[12] 

One advantage of this formulation is that it 

does not introduce any assumption about the 

nature of the bias in our estimator. It also 

takes some account of the seasonality which 

exists in the death rates. The approach is a 

"good bit" better than simply assuming that 

we are engaged in stratified sampling where 

the strata are race -age groups. However, it 



must be admitted, we are somewhat 
dissatisfied with this method, and, in the 
future work, we expect to be using decedent 
samples based on more than one year's deaths, 
so as to explore what might be more 
appropriate models. 

In any case, standard errors can be 
calculated according to the above model 
(using the pseudo -replicate balanced half - 
sample procedures of McCarthy [11]). While 
the formulation gives us six degrees of 
freedom, we could only afford to use one pair. 
of "replicates" (the cost per pseudo - 
replicate was about $750); therefore, the 
standard errors had to be based on an 
estimator with only one degree of freedom. 

4/ The social security taxable maximum was 
$3,600 in 1951; by 1971, however, the maximum 
had risen to $7,800. 
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THE OPTIMIZATION OF EDUCATIONAL VALUES 
IN NAVY CURRICULUM DESIGN 

Ellis B. Page, University of Connecticut, Storrs 

Summary 

Curriculum theory has been recently shown 
to be analyzable with the quantitative tools of 
dynamic programming (DP), yet such applications 
are practically non -existent. What is required 
is (a) a list of candidate units or topics poss- 
ible for inclusion; (b) for each candidate unit, 
at each considered level of instruction, a cost, 
usually expressed in time; (c) for each such 
unit, a value; and (d) some overall maximum 
acceptable cost. The most difficult problem is 
the fair and functional establishment of values, 
by instructors or other judges. Methods of 
apportionment and scaling were developed for a 
major technical Navy course, and found to have 
acceptable reliability. But a general phenome- 
non of "averaging" in judgment works against the 
more costly units when the DP algorithm is used, 
and compensations therefore need to be applied. 
Several statistical approaches are outlined for 
overcoming such a bias and making the technique 
usable in course design. 

INTRODUCTION 

We may say that a "curriculum" is a selection 
of materials for instruction, and an allocation 
to each material of some limited resource, usually 
time. A curriculum "problem" may be said to 
exist when when the candidate materials for such 
instruction exceed the available resource. Then 
we are forced to choose among the candidate 
materials, and to arrange the resource allocation 
such that we do not exceed the time available. 
Furthermore, if we wish to make the best possible 
curriculum, we will try to optimize the value 
of the materials included. 

Recent theoretical work (Page, Jarjoura & 
Konopka, 1976) has treated this curriculum prob- 
lem as a problem in operations research, and 
especially as a problem in dynamic programming 
(DP). We may picture it simply as if it were 
a college textbook, and we wished to move through 
the text assigning each chapter to some level of 
instruction (including the zero level, which would 
be omission of that chapter). Each level for 
each chapter has some estimated cost (in terms 
of hours) and some estimated value (in units to 
be discussed). And for the book as a whole, we 
begin with some maximum total cost (in hours 
assignable). The solution to the problem, then, 
consists in assigning each textbook chapter to 
some level of study, such that the total hours 
consumed do not exceed the maximum allowable, and 
such that the estimated value is as high as 
possible. 

The theoretical analysis treated this text- 

book problem as if it were brand -new, and as 

if the "levels" for each chapter might be chosen 

(such as "read chapter once lightly") quite 

independently of the assignment of costs and 

values. In the applied situation herein studied, 
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there were discovered problems which required 
adjustments in the approach, which considerably 
affect the results of the DP algorithm. Most 
particularly troublesome were certain behaviors 
in the assignments of value to the units, and 
in the effects of these behaviors on the computer 
solutions. 

AN APPLIED NAVY ANALYSIS 

In practical terms, the course Sonar Electro- 

nics Intermediate may be one of the most import- 
ant courses in the Navy. Taught in San Diego, 
it had a well -experienced and able instructional 
staff, familiar with the course, with the fleet 
requirements, and with the trainees. Some of 
these instructors served as judges for the values 
of the larger units within the course, and of 
the topics within each unit. 

The specification of costs 

Navy courses are commonly taught, like certain 
civilian instruction, from a thoroughly worked - 

out curriculum guide. Such a guide will specify 

the content of each portion, the problems to be 

presented and solved, and the time to be allotted 
to each. In general, the materials of such a 
guide are explicitly allotted, then, a certain 
"cost" for our curriculum analysis. 

After some experimentation, the most useful 
way of describing the costs for proposed changes, 

then, was in terms of the current costs. And 

certain modifications of that current cost were 

essayed, as follows: No hours assigned, of 

current costs, 80%, 100' 120° %, and 240%. The 

guiding principle was that there would be five 
possible levels for a unit other than its present 

level. Two of these would be quite conservative 
in their change (20'% to either side of the present 

level), and two of these would be more radical 
(halving or doubling these more conservative 

changes), and one would represent the possibility 
of excluding that unit from the Navy course. 

The stimulus that resulted from these calcu- 
lations, then, may be seen in Figure 1. 

PROPORTION 0 40 80 100 120 240 

HOUR COST 0 35* 70* 87 100* 200* 

ESTIMATED 100 
VALUE 

Figure 1. The stimulus presented for scal- 
ing value in a Navy course for one unit. 

In Figure 1, it is seen that the proportions of 
cost are scaled from 100%, which is the current 
program, and which uses 87 hours of instructional 



time. The hour costa marked by asterisk ( *) are 
scaled to match the percent of 87 hours, as indi- 
cated in the top row. (Thus 35* hours is rounded 
from .40 x 87 34.80.) These cells, therefore, 
become hypothetical costs, amounts of time which 
might be considered by the judges of the course. 

The specification of values 

As noted above, the current costs for a Navy 

course are as prescribed by the established out- 

lines. And the hypothetical costs are arbitrary, 
scaled for a spread of radical and conservative 

deviations from the current costs. On the other 

hand, the specification of values is performed 

by the expert judges themselves. 

There are two acts of judgment performed by 
the experts in a curriculum. These may be done 
by the same judges, or by different judges; and 
they may be done at one sitting, or at two. The 
acts ares 

a) Assigning values to units of the current 
curriculum. Suppose there are five units under 
consideration. Then one is given 100 tokens 
(poker chips, all of same value), and asked to 
"spend" these tokens in accordance with his 
beliefs about the values of the units as 
currently taught. He will spend all 100, so 
that his registered evaluation will be expresed 
as where he is the ith judge, appraising 
the unit, and where 

= 100. 

b) Assigning proportional values to hypothe- 
tical levels of cost. In a separate operation, 
a judge is asked to fill in the four blank cells 
in Figure 1. He is asked to assign a percent 
of value to a reduced, or an increased, effort 
dedicated to the unit in question. The first 
task, above, compared each unit with each other 
unit in assigning value. The present task 
scales the hypothetical value of certain fixed 
amounts of hypothetical effort. The judge's 
scaling, then, will be expressed as where 
he is the ith judge, appraising the level 
of the jth unit. These values must be non -de- 
creasina, as k rises from 0 to 6. 

RELIABILITIES 

Reliabilities of the token strategy 

For this pilot research, there were five 
Navy instructors who served as judges of the 
values. All were widely experienced in Sonar 
Electronics, both as instructors of the course 
and as technicians in the Fleet. Independently 
of each other, they all assigned token weights 
to the five units of the course, and to the topics 
of three of these units. A measure of concord- 
ance could then be taken b the correlation ratio, 

SSbet.units 

- SStotal 
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For the course as a whole, such analysis yielded 

a correlation ratio of .66. And for Units 1, 4, 

and 5, the corresponding statistics were .74, .76, 

and .76. Despite the small number of judges, 

these agreements were all statistically signifi- 

cant. 

Therefore, it may be inferred that, among 

these instructors, there was some concordance of 

viewpoint, which renders their mean judgments 

of some importance. 

Reliabilities of the level scaling technique 

As noted above, each judge would scale the 

hypothetical value of each unit for each level 

(these levels being 40:, 120:, or 240% of 

the current expenditure). In order to appraise 

the concordance of judgment, and to avoid the 

problems of monotonicity, each level would be 

considered independently. For the overall level 

scaling of the course, across five units and five 

judges, at the 401 level of effort, the data are 

shown in Table 1. 

THE 40% LEVEL FOR ALL UNITS 

Units 

Judges 1 2 3 4 5 

A 80 100 40 80 50 

50 40 10 10 60 

C 40 30 10 5 20 

90 35 25 10 20 

E 25 70 10 30 25 

= .56 

From sixteen such tables as Table 1, it was 

possible to calculate the correlation ratios for 

all the investigated levels, for the course as 

whole, and for three units of that course. The 

results are as seen in Table 2, and the levels 

of significance are as indicated. 

TABLE 2 

CORRELATION RATIOS FOR FOUR LEVELS OF EFFORT 
FOR THE COURSE AND THREE UNITS 

40/. 

Levels of Effort 

807. 1207. 240;: 

COURSE .56* .65* .27 .35 

(5 units) 
UNIT 1 .45 . 72** .49 

(20 topics) 

UNIT 4 .61** . 54* .44 .45 

(19 topics) 

UNIT 5 .43 .62* .54 .43 

(9 topics) 

* Sig. at .05 level 

** Sig. at .01 level 



From Table 2, it is apparent that the agree- 
ment concerning levels of hypothetical value is 
enough to work with, when taken as an average. 
Furthermore, it was observed that instructors had 
no apparent difficulty, no great hesitation, in 
assigning these values. Familiarity with the 
course had given them fairly strong opinions about 
the units of the course, and about the topics of 
the units. 

OPTIMIZING THE ASSIGNMENT OF HOURS 

From such measures of value of the units, and 

of the hypothetical levels of effort, it is 

possible to compute an objective function for the 

dynamic program algorithm. First, each vi and 

each is averaged across judges. Then ¿he 

productjof these averages becomes the (usually 

non -linear) objective function for the algorithm. 

For example, in Figure 1, scaling percentages 

for the four empty cells were, from left to right, 

57, 93, 107, and 110. The mean value of the unit, 

taken as a whole, was just .12 of the course's 

total value. Therefore, a new line to Figure 1, 

of "adjusted value," may be calculated, and these 

values will be 0, 6.84, 11.16, 12.00, 12,84, and 

13.20. The value is thus seen to be curvilinear, 

with much of the current value (12.00) achieved 

with 207. less cost (11.16), and little to be 

gained by increasing the hourly expenditure for 

the unit. 

The mathematical model is that of a "distri- 

bution of effort" problem, in standard works (cf. 

Wagner, 1970, pp. 254 -257). The assignment of 

each unit or topic to a specific level of effort 

is made, such that the total expenditure of hours 

does not exceed some fixed quantity, and such 
that the sum of values of those assignments is 
maximized. And Moonan (1976) recently provided 
a useful algorithm for the solution of such 
problems. 

Comparing the current and optimal assignments 

From such dynamic programming, what is of 
interest is a comparison of the solutions with 
the values of the current strategy. What is also 
interesting is the hypothetical values which could 
be achieved with even less expenditure of hours 
than is currently given. The result of such 

comparison is seen in Table 3. 

Obviously, the algorithm was highly success- 
ful in finding an assignment which would increase 
the estimated value of the course. For the 
apportionment of time, at the current level, to 
the course as a whole, the increases over the 
current value amount to 77., and for the three 
units examined, the gains are 294, 134, and 97.. 

In fact, even with the allotted time reduced, it 
is possible to increase the estimated value, as 
is evidenced in the two other columns of data 
in Table 3. With a 107. reduction in time -cost, 
it is possible to maintain or surpass the current 
value. And even with a one -quarter reduction in 
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TABLE 3 

VALUE ACHIEVED FOR FOUR TEST 
CASES AT THREE ALLOCATION LEVELS 

THROUGH DYNAMIC PROGRAMMING 

Allocation level compared w. present 

Case 100'X. 907. 

ALL UNITS 107 99 92 

UNIT 1 129 124 118 

UNIT 4 115 108 97 

UNIT 5 109 103 89 

time -cost, the estimated values are sustained not 
too much below the current values. 

THE NATURE OF THE SOLUTIONS 

When the optimal assignment tables are pro- 
duced (Page and Canfield, 1975, App. F), it is 
possible to study the relation of the optimal 
assignment in comparison with the current assign- 
ment. We may consider Figure 1 to contain six 
levels of effort, 0, 1, 2, 3, 4, and 5, corresp- 
onding with the columns, with level 3 represent- 
ing the current solution. A "conservative" solu- 
tion would be one in which level 3 was frequently 
the optimal level. A "radical" solution, on the 
other hand, would be one in which level 3 seldom 
appeared in the new assignment table. 

By such a criterion, the solutions for this 
Navy course were decidedly "radical." Level 3 
appeared only once of 15 possible decisions for 
the three tables of the course as a whole. It 
appeared only six times of a possible 60 for Unit 

only eight times of a possible 57 for Unit 4; 
and only 4 times of a possible 27 for Unit 5. 
Given that this is a major Navy course, developed 
over years of intensive effort by many able 
people, such radical changes must be cause for 
very careful study -- not wrong per se but requir- 
great caution in interpretation. What is the 
nature of the solutions, and why are they so 
radical? 

Part of the answer is that, in the solutions, 
the zero level appears a total of 24 times. That 
is, there are 24 occasions in the solution tables 
where a unit or topic is reduced to nothing. 
Especially, it appeared that this reduction to 
nothing sometimes occurred in the largest, most 
costly units or topics. To analyze this possibil- 
ity, Table 4 was generated. 

Table 4 reveals an apparent psychological 
phenomenon of the valuing strategys a rather weak 
relation between the token value of a unit, and 
its current time cost. The token values are 
generally related positively to the current costs, 



TABLE 4 

CORRELATIONS BETWEEN CURRENT 
TIME -COSTS AND TWO MEASURES 

OF VALUE 

Assign. CASE 
Correlation of Time -Cost With 

Token Value( Level 

ALL UNITS (5 units) .41 

UNIT 1 (20 topics) -.45 

UNIT 4 (19 topics) .17 

UNIT 5 (9 topics) .S1 

-.63 

-.65 

-.10 

-.03 

but weakly. There is, in tokening, an apparent 
averaging which goes on, and which means that the 
variance in token proportion is much lower than 
the variance in cost proportion. 

The effect of such averaging is seen in the 
last column of Table 4, in a strong negative bias 
against the larger units or topics. Subsequent 
debriefing of the judges revealed that it was not 
their intent to eliminate these large units; 
rather, it reflected that tendency to average 
their values, to lower the between -unit variance. 
There wes, in fact, something of the feeling, 
though not verbalized during the rating, that they 
were evaluating the worth of a unit in terms of 
the "value per hour." But the effect of such 
valuing is to lower the estimated value for the 
unit (or topic) as a whole. 

Yet the LP algorithm spends the total avail- 
able hours in the most cost -effective way possi- 
ble, which means that more effort is expended on 
those units where the value per hour is higher. 
And the algorithm computes the "value per hour" 
by dividing the total value by the number of hours 
currently allotted. Let us suppose two units, 
one of 50 hours and one of 10. If we appraise 
the first to be worth 20 tokens, and the second 

to be worth 10, then there is a correlation 
between cost and value. Yet the value per hour 

of the first is 20/50 .4, while the value per 

hour of the second is 10 /10 1.0. Thus in any 

DP algorithm, the second, shorter unit will 

commonly be emphasized. This phenomenon, then, 

is a feature of judge behavior, which must some- 

how be adjusted to render the the DP algorithm 

feasible in applied settings. 

DISCUSSION 

In a good many applications of OR, any diffi- 

culty is caused by an insecure fit of the model 

to human behavior. Most especially may this be 

true in educational applications, which have long 

suffered from inadequate measures of value (Page, 

1972, 1974; Page and Breen, 1973). In the present 

application,'there is here revealed a serious 

ambiguity, in the behavior of the judges, about 

what constitutes the "value" of a unit, whether 
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their judgment reflects the worth of the unit 
whole (as it properly should, for the DP algo- 

rithm to function), or whether their judgment 
also reflects a factor of the worth of the unit 

hour. The problem should call forth the 
ingenuity of workers in psychological scaling, 

and in operations research. 

The following suggestions, therefore, are 
for future research in the field. They are bro- 
ken into two sorts of strategy, one aimed at 
behavioral adjustments to this averaging tendency, 
and the other at statistical adjustmentss 

Behavioral adjustments 

1) Begin the token strategy by placing before 

the judge a stack already proportional to the 

current time costs. This might serve to remind 
him of the overall nature of the evaluation, and 
to counteract the averaging tendency. 

2) Or the judge might be explicitly told that 
it is the "value hour" that he is estimating. 
Then, to use the DP algorithm, the weight of the 

unit as a whole would be the judge's estimate 
multiplied by the number of hours. 

Statistical adjustments 

3) The tokening might be skipped, and judges 

used only for the relative scaling of value at 

the various levels. To some extent, important 
information about the unit value is contained in 

such scaling. The statistical adjustment, for 

purposes of the DP algorithm, would be simply to 
insert a pseudo -token value equivalent to the 

proportion of current time costs. 

4) The token judgments, once collected, 
might be adjusted so that the variance of their 
proportions would be made equivalent to the 

variance of the proportions of current time costs. 
This technique would leave the relative values 
of the judges undisturbed, but would fan them 
out in a way to eliminate the effects of the 

"averaging tendency." 

Research along these lines should be success- 
ful in rendering the UP algorithm useful in the 

modification of curriculum of mcny different 
kinds. 

This research and development was performed 
under NPRDC Code 306, Test and Application of 
Training Technologies and Systems (cf. Page and 
Canfield, 1975). The specific application was 

stimulated by the need to evaluate the course, 
Sonar Electronics Intermediate, caught by the 
Fleet Anti -Submarine Warfare School, an Diego. 
Earlier work with the same course was done by 
S tern and Aiken (1969). 

During this work, valuable advice and assist- 
ance were given by E. G. Aiken, E. F. Alf, A. G. 
Archibald, J. G. Balaban, R. Boller, J. D. Carter, 
Jan D. Dodson, T. M. Duffy, J. D. Fletcher, E. I. 



Jones, K. O. Leland, Carolyn L. McLandrich, W. J. 
Moonan, F. A. Muckier, J. J. Regan, B. Rimland, 
D. L. VanKekerix, H. L. Williams, and J. H. Wolfe, 
all of the Navy Personnel R & D Center, San Diego. 
Particular help was also given by P. V. Asa -Dorian 
and the instructors of the Curriculum Development 
and Evaluation Center, Fleet ASW School. Computer 
assistance was received from C. Crandon and C. 
Konopka, of the University of Connecticut, Storrs. 
Thanks are also due to P. Hawkes and A. Lubin. 
The most constant and direct collaboration was 
given by Dr. James Canfield, without whom this 
report would not have been possible. 
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ACCURACY AND PRECISION OF FERTILITY PROJECTIONS MADE WITH TIME SERIES MODELS 

Jeffrey S. Passel, U. 

Demographers for many years have attempted 
to predict future trends in fertility and popula- 
tion, but have generally failed. Unfortunately, 
even as the science of demography has matured 
and its methodology become more sophisticated, 
the accuracy of fertility and population projec- 
tions has not improved. Indeed, many modern 
projections are substantially worse than early 
projections made with sometimes crude techniques. 
This lack of accuracy coupled with the increased 
use of population projections in planning pro- 
cesses which result in the expenditure of sub- 
stantial public and private funds suggests that 
improvements in projection methodology should be 
thoroughly investigated and that the error in 
projections should be quantified. The inclusion 
of distributional information with projections, 
either in the form of subjective probability 
estimates or explicit variance estimates, would 
immediately tell a user how much confidence to 
place in a projection and would make the projec- 
tion more useful. 

In developed countries, the component of 
population growth which has proved hardest to 
predict - fertility -has also been the major 
determinant of population growth. The accuracy 
of early projections can be attributed to the 
fact that fertility changes were very slow and 
gradual; however, this is no longer true as 
there seem to be swings of fairly large amplitude 
in fertility. 

The problem of predicting long term trends 
in fertility for modern post- transition popula- 
tions may not be as difficult as it has been for 
the past 50 years, however. It is possible to 
argue that in populations which have completed 
the demographic transition, there are no secular 
trends in fertility. With the completion of the 
adjustment of fertility to declining mortality, 
fertility in the future is likely to fluctuate 
around replacement levels. 

Even if a model which included fertility 
fluctuating around replacement levels were 
accepted and brought into use, demographers would 
need some knowledge of the frequency and ampli- 
tude of the cycles in order for the model to be 
helpful for prediction purpose. The existence 
of such fertility cycles has been attributed to 
factors such as age structure which are internal 
to demographic systems (e. g. Easterlin and 
Condran, 1975) and to outside disturbances such 
as economic influences (e. g. Easterlin, 1973) 
mixed with environmental constraints (Lee, 
1972+b). The presence of such cycles has been 
empirically verified; and they could aid greatly 
in predicting fertility. 

This conceptualization of fertility as 
fluctuating around a fixed level (replacement 
level) suggests that time series techniques 
could be profitably employed in studying fer- 
tility processes. Time series methods may not 
solve the problem of accurate trend prediction 
but the methodology can aid in quantifying the 
error process. Time series methods are well - 
suited for solving the problem of how much of a 
deviation from trend can be regarded as a fluc- 
tuation, not necessarily invalidating the entire 

S. Bureau of the Census 
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forecast. With the addition of models for the 
variance of projections, the distributional in- 
formation on population projections required for 
improved planning can be supplied in the form of 
confidence intervals. 

1. Methods and Data 

The projections reported in this paper were 
made with the classical discrete model of popu- 
lation dynamics, 

= 
At In this model, 

is a column vector with each element repre- 

senting the number of individuals in an age group 
at time t. The matrix At represents the survival 

of population members from one age group to the 
next and the entrance (birth) of new members into 
the first age group Xti. 

The variance calculations are based on the 
random transition matrix,model of Sykes (1969) 
which assumes that the transition matrices, the 

form a sequence of random variables: 

; t 0,1,... (1.1) 

where is a square matrix of random variables 

with the properties 

= ; Er(Aiks °jlt)] = t 
and is a singular variance- covariance matrix. 

With conditional arguments, it can be shown that 
the mean of the random process, "t, is identical 
to the deterministic process. The variance, 

is then the sum of the one -step innovation vari- 
ance, and the weighted sum of the variance 

from the previous steps 

+ t -1 (1.2) 

where 

+ 

The confidence interval for births can be shown 
to be (Schroeder, 1971):- 

V (1.3) 

where is the percentage point in the 
-distribution with degrees of freedom equal to 
the rank of 

These basic equations are used to compute 
the projections but projected values for the para- 
meters must be obtained by other means. The 
methods of time series analysis, in which the 
behavior of any variable over time is character- 
ized by relationships to past values of the 
variable itself, can be used to predict values of 
the birth rates in the and the struc- 

ture of the residuals can be used for 
The data used to fit the time series models 

are 36 series of annual central age- specific 
birth rates, ages 14-49 for 55 years, 1917 -1971 
(Whelpton and Campbell, 1960 and annual volumes 



of U. S. Vital Statistics from 1964). From the 
projected values of the annual central birth 
rate, fj, the values of bj are obtained by 

= (1L0/220) (f + f j +1) 

Because the major emphasis of this study is 
fertility, the values for survival rates were 
computed from actual life tables for 1950 -1971 
and from Census Apreau projections for the years 
1972 and later. Annual immigration' of 400,000 
was assumed. For the initial population vectors, 

data from the 1950 and 1960 Census were used; 

see Passel (1976) for more detail concerning data 
sources. 

2. Time Series Methods and Results 

The time series methods of Box and Jenkins 
(1970) were used to fit autoregressive, inte- 
grated, moving average (ARIMA) models to the 
birth rate series. Following their notation, 
the general form for a p -th order autoregressive, 
d -th order integrated, q -th order moving average 
model, also referred to as a (p,d,q) ARIMA 
model, is 

ft + t (2.1) 

The identification, selection, and estimation of 
appropriate time series models for the series of 
age -specific birth rates was accomplished 
following the methods suggested by Box and 
Jenkins (1970, Chapter 6). 

The selection of an appropriate model for a 
given series depends on two major factors: 1) 

the uses of the model and 2) the nature of the 
series itself. All of the ARIMA models selected 
for fitting to the birth rates series included 
first or second differences. No unintegrated 
(i.e. d =0) models were selected for two reasons. 
First, examination of the autocorrelation func- 
tions for the series of age -specific and age - 
parity- specific birth rates suggests that prac- 
tically all of the series, particularly those 
not at the older reproductive ages, are non- 
stationary. Second, and more important, the 
behavior of projections made using unintegrated 
models does not adequately portray the behavior 
of the birth rates. Projections made from 
undifferenced time series models decay exponen- 
tially to the mean of the series. There is no 
reason to impose this type behavior on the birth 
rate or probability projections. Furthermore, in 
every case, at least one integrated model pro- 
duced a better fit than any unintegrated model. 
Differencing of higher than second order was not 
necessary to achieve apparent stationarity for 
any of the series. 

The best fitting model for each age -specific 
birth rate was determined by the so- called 
portmanteau test, Q (Box and Jenkins, 1970:291), 
residual variances, and parsimony. Generally, 
for each birth rate series, the model with the 
smallest value of Q was chosen for the projec- 

tions. If there were two or more models with 
small and approximately equal values of Q, the 
one with the smallest value of the residual 
variance, was chosen. 

Of the 36 series of age- specific rates, all 
but 7 were fitted with models which yielded 
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values of Q that had probabilities of occurrence 
of 0.70 or larger; none had a value smaller than 
0.24. Box and Jenkins (1970:292 -3) treat values 
of Q with probabilities of occurrence in the 
range 0.25 to 0.10 as indicative of some model 
inadequacy. Thus, all of the models presented in 
Table 1 fit the data quite well. 

The fitted models are quite parsimonious. 
Only 8 of the series required second differencing 
to produce an adequate fit; only one of these 
(age 30) was at an age which contributes a sub- 
stantial amount to overall fertility. 
series (ages 30, 37, 39, 42, and 43) required 
four autoregressive terms, two degrees of differ - 
encing and two degrees in the AR coefficients. 
Seventeen series required moving average terms to 
provide an adequate fit but only one (age 35) re- 
quired a second order MA term. 

A further indication of the adequacy of the 
selected models is provided by the similarity of 
form and content shown by models for nearby ages. 
It is possible that other more complex models 
may provide a better fit for some of the series 
but this seems unlikely in view of the general 
similarity in form and the tendency for over- 
fitted models to produce worse results. Thus, 
the models presented in these tables, i.e. the 
parameter values, residuals, and residual vari- 
ances, are the ones used in the population pro- 
jections presented in the next section. 

Results of the Projections 

Two basic sets of projections are reported 
here: 1) starting in 1950 and continuing through 
1975; and 2) from 1960 through 1975. The same 
time series models (Table 1) were used in each 
case. Thus, the "projection" models are based 
on data which include values from the projection 
period. This should lead to improved projections 
but, as will be seen, the overall quality of the 
projections is generally poor in spite of this 
bias toward "good" projections. 

The behavior of the projections of the 
individual series of age -specific birth rates can 
be characterized by two main features: 1) each 
series levels off very quickly and 2) the amount 
of change from the initial value to the final 
value is relatively small. In order to assess 
the overall adequacy of the time series models 
the total fertility rate (TFR) and the projected 
births will be examined. 
3.1 Fertility Projections: 1950 -1975 

The behavior of the TFR as projected 
from the 1950 base year is consistent with the 
behavior of the individual age -specific birth 
rates as just described. The projected TFR was 
essentially constant, staying roughly between 
2,900 and 3,000; the oscillations are the result 
of minor deviations in fertility, mortality, and 
age structure. The projected value for the first 
year, 1951, was too low by 9 percent (2,968 vs. 

the actual value of 3,267) and the projected 
amount of change from 1950, -123, was in error 
by 262 percent. (See Figure A and Table 2.) The 
projection missed the 1950's "baby boom" entirely. 
By 1957, the peak year for TFR, the projected TFR 
was 811 points or 22 percent too low (3,760 vs. 

2,949). Actual fertility fell after 1957 so 
that by 1965, the actual and projected TFR 



differed by only 47 points or 2 percent (2,928 
vs. 2,881). However, the projections again did 
not predict another major fertility movement - 
the post -1960 decline in fertility. By 1975, 
the actual TFR was far below the projected 
value; the actual TFR (1,800) was 1,114 points 
less than the projected value (2,914) which was 
62 percent above the actual TFR. 

Births. The accuracy of birth projections 
made from base year 1950 with age -specific rates 
is comparable to the accuracy of the TFR projec- 
tions for the first 15 or so years. Even the 
projection for the first year, 1951, is substan- 
tially in error. The difference between the pro- 
jection (3481,000) and the'actual births 
(3,771,000) of 290,000 represents an error of 
7.7 percent, a substantial amount for a single 
year forecast. In fact, the number of births 
fell outside the 50 percent confidence limits 
which were 3,481,000 + 192,000 or a range from 
3,289,000 to 3,673,000. (See Figure B and 
Table 2.) 

The birth projections remain nearly con- 
stant between 3,400,E and 3,500,000 per year 
through 1961. Then, the projected number of 
births begins to increase exponentially. This 
trend is, unfortunately, almost just the oppo- 
site of what actna1ly occurred an increase in 
the number of births from 1951 to 1961 followed 
by a general decline through 1975 (with the ex- 
ception of 1969 -1971). Although the curves of 
projected and actual annual births cross about 
1966, the percentage errors increase again be- 
cause of the different trend directions. By 
1974, the difference between the actual number 
of births (3,115,000) and the projected number 
(4,676,000) reached 50.1 percent of the actual 
births! 

The overall inaccuracy of the projected 
number of births can be seen quite clearly by 
examining the 50 percent confidence interval, 
which is +192,000 for the first year of the pro- 
jection and shows an increase of about + 100,000 
for each year of the projection. After 
only ten years, the 50 percent confidence limits 
reached + 965,000 with the total width of the 
interval (1,930,000) being over 55 percent of 
the projected number of births. Even with these 
very wide limits which increased substantially 
each year, the increasing trend in the number of 
births is great enough to keep the actual value 
above the confidence interval for the first 8 
years of the projection; only when the annual 
number of births levelled off in 1959 and 1960 
did it fall within the 50 percent confidence 
limits. 
3.2 Fertility Projections: 1960 -1975 

The projections from base year 1960 exhibit 
the same general tendencies as those from 1950. 
The projected TFR changes little from the ini- 
tial value and levels off slightly above 3500 
thus missing the decline of the 1960's. (See 

Figure A and Figure B.) 

4. Discussion and Conclusions, 

The results indicate that the various pro- 
jections are neither very accurate nor precise. 

Projections of births over periods of time as 
short as 1 -5 years miss the actual births by 
substantial amounts. Over longer periods of 
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time, 10 -25 years, the projections bear practi- 
cally no relationship to the actual course of 
events. The variance estimates appear to be 
quite large, too large in fact to provide useful 
confidence intervals for users of projections 
over short, medium, or long range. However, the 
inaccuracy of the projections, the large vari- 
ances, and the failure of the actual value to 
fall within quite large fifty percent confidence 
intervals do not invalidate the variance models. 
The size of the estimated variance depends 
directly on the variances of the birth rates as 
determined from the projection models for the 
rates. Likewise, the accuracy of the projections 
is determined by the birth rate models. Thus, it 
is possible, even in light of the poor perform- 
ance of the projections, to draw some meaningful 
conclusions about the precision of the projec- 
tions, the variance models, and the method of 
computing confidence intervals. 

The variance of the annual births is pri- 
marily a function of the variances of the pro- 
jected birth rates. Projections of birth rates 
from time series models have variances which in- 
crease as the number of intervals (steps) from 
the origin increases. For the projections in 
this paper, the 50 percent confidence limits of 
annual births increase by about + 50,000 to 
+ 150,000 per year. This means that by ten years 

into a projection, the 50 percent confidence 
limits for births are about + 1,000,000 when 
annual births in this country generally have 
fallen in the range of 3,000,000 - 4,000,000. 
Furthermore, if the projection is carried far 
enough so that the projected birth cohorts with 
their large variances reach the childbearing 
ages, the variances of the next generation of 
births grow at an explosive rate. After 25 years 
or less, the 50 percent confidence limits for 
births could easily include no births. This 
property of increasing variance with time is 
logical and should be expected; the ability of 
demographers to forecast the number of births 
ten years (or even two years) in the future has 
proved to be quite limited. However, the magni- 
tude of the variance of births in these projec- 
tions is too great for practical application. 

More precise projections, i.e. smaller con- 
fidence intervals, would provide better ex post 
assessment of projections and better ex ante 
limits for utilizing population projections. So, 

what can be done to make the confidence intervals 
and variances smaller? First, it should be 
stressed that the large variances found in this 
research are meaningful in the context of the 
projection models. The variances represent the 
actual experience in the United States over a 
period of 55 years as modelled with time series. 
So obviously, one way to decrease the variance 
of the projected births is to use more precise 
models for projecting the birth rates. 

The size of the variance of a projection is 
a function of the number and size of the vari- 
ances of the elements of the projection matrix. 
Thus, the overall variance could be reduced if 
the number of birth rates in the matrix could be 
reduced. In a related manner, the variance at 
lead time t could be reduced if the number of 
intervals between the origin and t could be re- 
duced. By using 5 -year age groupings (7 age- 



groups instead of 36) and 5 -year time intervals, 
the variances of the projections for middle and 
long range projections could be reduced substan- 
tially. 

A reduction in the variance of a projection 
as a result of increasing the size of the pro- 
jection intervals and age groups would not be a 
mere statistical artifact. Small annual fluctu- 
ations in birth rates and births are removed by 
the aggregation. For many purposes, such pro- 
jections would prove to be very useful. How- 
ever, in a sense, this would be sidestepping 
important issues about improving, not the pre- 
cision but, the accuracy of population projec- 
tions, particularly over the short run. If the 
variance would be reduced, the projection models 
for fertility would still not be adequate. 

The blame for the inaccuracy of the projec- 
tions must be laid on the time series models. 
The models were fitted to the entire data 
series, 1917 -1971, and were used to "project" 
points within the limits of the data as used to 
fit the models yet they still did a very poor 
job of predicting future values of the birth 
rates. What, then, went wrong with the projec- 
tions of fertility and what can be done to im- 
prove them? Very little variation was predicted 
for individual birth rates; the smooth and 
relatively constant trends can be attributed 
directly to the properties of the time series 
models. Most of the year-to-year variation in 
birth rates is assigned to the random shock or 
residual term. In the projections these terms 
become zero so that their effect in the long run 
(after initially determining the level of the 
rate) is virtually nonexistent. The actual 
birth rates, however, are not mainly the result 
of random variation. Thus, the time series 
models are not adequate for most prediction 
purposes and do not model the actual process. 
However, improved time series models could 
possibly be useful for one- or two-year projec- 
tions which could be updated annually. 

Over medium and long ranges, the time 
series models used in this research do not pre- 
dict trends very well. Essentially, the pro- 
jected birth rates remain at a constant level 
close to the original level after four or five 
years rather than experiencing a prolonged, 
gradual movement to some, possibly very differ- 
ent, ultimate level. Although the model is 
based on the whole series, the projected trend 
and level are based wholly on the last p + d 
(usually not more than 4) values. Thus, the 
long range trend is a function of very short 
range variation and may be substantially differ- 
ent from the actual trend and from trends pre- 
dicted in other ways. 

Over both the short and the long term, the 
time series models do not do a very good job of 
predicting fertility (or of estimating the 
variance). Clearly, more structure than merely 
the autocorrelation of a series of birth rates 
itself is necessary to provide reasonable fore- 
casts. Furthermore, it is unlikely that any 
model based solely on demographic variables such 
as age, sex, interval since last birth, parity, 
etc. will yield accurate projections of fertil- 
ity even in the short run. (Figures A and B 
show that projections made by adding parity to 
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the models are not substantially different. See 
Passel, 1976 for more discussion of these results.) 
A great deal of research has been done which 
demonstrates clearly that social and economic 
factors exert major influences on fertility. 
What is needed for accurate fertility (and, 
consequently, population) projection is a model 
which incorporates social and economic factors 
in addition to relevant demographic variables. 
However, we should not be limited to the usual 
regression techniques which ignore or suppress 
the known autocovariance structure of fertility. 

A great deal of work in the area of fertil- 
ity has been done with regression techniques and 
some with time series analysis (Saboia, 1974; 
Lee, 1974a), but the techniques have not been 
used together. However, methods are available 
which incorporate models of ARIMA processes and 
simultaneous equation models in such a way as to 
use regression techniques and time series analy- 
sis in estimating and checking the model 
(Zellner, 1975). Such linear multiple time 
series models could provide the basis for an 
integrated system relating social, economic, and 
demographic variables for providing accurate 
forecasts of fertility and population as well as 
estimates of the projection error. 

Predicting the future for any purpose is 
difficult; the future of fertility especially 
has not proved to be easy to foretell. The 
methods of time series analysis, although useful 
tools (particularly for computing confidence 
limits), have unfortunately not provided an 
immediate solution to the problem of fertility 
projection. This does not mean that demogra- 
phers should abandon the methods of Box and 
Jenkins. Rather, by combining the work of 
social demographers (with respect to correlates 
of fertility), economists (such as Easterlin for 
theory and Zeh ner for methodology), and statis- 
ticians, the work reported in this paper could 
be extended so that it might be possible in the 
not too distant future to predict with a reason- 
able degree of accuracy not only the short range 
(1 -5 years) course of fertility and population 
growth, but also the long term (20 -50 years) 
possibilities. 
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"Beet" Pitting Models for Time Series of Age- Specific 

Birth Ratee for Posen Aged 14 -49, 1917 -1971 

Age 
Model 

(p,d,q) -Value Probability' 
Residual 
Variance Mean 

Autoregressive 
Coefficient 

Lag 1 Lag 2 

Moving Average 
Coefficient 

Lag 1 Lag 2 

14 210 10.2 0.99 0.15 3.86 -0.359 -0.203 

15 110 14.6 0.93 0.80 10.66 -0.010 

16 210 9.5 0.99 4.58 29.30 0.205 -0.170 

17 110 13.1 0.96 19.08 59.02 0.125 

18 210 18.3 0.74 49.11 99.41 0.189 -0.174 

19 210 18.9 0.71 91.34 137.54 0.234 -0.127 

20 110 19.0 0.75 120.66 159.54 0.196 

21 110 14.5 0.94 140.68 172.34 0.218 

22 110 17.0 0.85 149.49 180.51 0.191 

23 111 23.2 0.45 131.96 185.52 -0.272 -0.613 

24 110 23.0 0.52 148.33 183.64 0.152 

25 111 16.9 0.81 67.72 170.42 -0.177 -0.615 

26 210 26.6 0.28 73.27 162.42 0.317 -0.250 

27 111 16.4 0.84 54.45 151.10 -0.300 -0.741 

28 210 22.7 0.48 39.57 146.39 0.471 -0.170 

29 110 18.1 0.80 37.43 131.62 0.268 

30 220 27.3 0.24 21.63 123.89 -0.351 -0.560 

31 111 18.1 0.75 17.60 101.92 0.891 0.658 

32 111 13.1 0.95 16.64 100.65 0.897 0.634 

33 210 21.9 0.53 12.88 88.63 0.424 0.127 

34 111 15.5 0.88 13.78 80.86 0.895 0.665 

35 112 10.8 0.98 7.67 74.49 0.886 0.414 0.108 

36 111 10.3 0.99 6.29 65.97 0.900 0.554 

37 220 20.8 0.59 5.85 56.14 -0.763 -0.365 

38 211 10.8 0.98 3.63 53.65 0.573 0.345 0.423 

39 220 10.5 0.99 3.28 41.77 -0.854 -0.416 

40 111 17.9 0.76 1.32 33.98 0.965 0.639 

41 211 13.2 0.93 0.72 21.90 0.777 0.184 0.644 

42 220 17.8 0.77 0.97 18.85 -0.909 -0.345 

43 221 17.8 0.72 0.27 12.02 -0.603 -0.507 0.137 

44 121 13.2 0.95 0.21 7.17 -0.317 0.824 

45 121 14.8 0.90 0.08 4.89 -0.105 0.660 

46 211 15.3 0.85 0.03 2.32 0.400 0.572 0.686 

47 210 16.7 0.82 0.02 0.98 -0.041 0.285 

48 8.3 0.99+ 0.01 0.48 0.185 -0.130 

49 121 15.7 0.87 0.01 0.34 -0.496 0.863 

Degrees of 25-p-q 2 Births per 1,000 
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Figure A. Actual and Projected Total Fertility Rate, 
United States, 1946 -1975. 
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TABLE 2 

1950 1960 

Year 

1970 

Actual Annual Births, 1946 -1975 and Projected Annual 
Births with Fifty Percent Confidence Intervals, 1951 -1975 
(Base Year 1950) and 1961 -1975 (Base Year 1960), Projected 
with Age- Specific Birth Rates and Age -Parity- Specific 
Birth Probabilities. 

Total Population, Births, Confidence Intervals, and Annual Ratea 

of Change - Projections from Base Year 1950 Using 
Age -Specific Birth Rates: 1950 to 1975 

(Populations in thousands. Based on Year of April 1 - March 31) 

Year Population' 

50% 
Confidence 
Interval Births 

50% 

Confidence 
Interval 

Total 
Fertility 
Rate2 

Crude 
Birth 
Rate3 

Crude 
Death 
Rate3 

Percent 
Natural 
Increase 

1950 150,216 (X) (X) (X) (X) (X) (X) (X) 

1951 152,739 ±199 3,481 ±192 2,968 22.8 9.5 1.33 

1952 155,230 839 3,471 305 2,970 22.4 9.5 1.29 

1953 157,688 1,484 3,458 403 2,970 21.9 9.4 1.25 

1954 160,110 2,274 3,443 492 2,966 21.5 9.4 1.21 

1955 162,499 3,203 3,430 578 2,962 21.1 9.4 1.17 

1956 164,857 4,260 3,420 657 2,957 20.8 9.4 1.14 

1957 167,190 5,455 3,415 740 2,949 20.4 9.4 1.10 

1958 169,507 6,350 3,418 814 2,940 20.2 9.4 1.08 

1959 171,815 7,755 3,430 890 2,931 20.0 9.3 1.07 

1960 174,124 9,285 3,453 965 2,922 19.8 9.3 1.05 

1961 176,446 (X) 3,487 (X) 2,912 19.8 9.3 1.05 

1962 178,836 (X) 3,535 (X) 2,906 19.8 9.1 1.07 

1963 181,224 (X) 3,593 (X) 2,898 19.8 9.3 1.05 

1964 183,629 (X) 3,664 (X) 2,889 20.0 9.5 1.05 

1965 186,130 (X) 3,748 (X) 2,881 20.1 9.3 1.08 

1966 188,692 (X) 3,849 (X) 2,878 20.4 9.4 1.10 

1967 191,320 (X) 3,957 (X) 2,879 20.7 9.5 1.12 

1968 194,063 (X) 4,069 (X) 2,884 21.0 9.3 1.17 

1969 196,834 (X) 4,177 (X) 2,886 21.2 9.6 1.16 

1970 199,716 (X) 4,284 (X) 2,888 21.5 9.4 1.21 

1971 202,722 (X) 4,391 (X) 2,893 21.7 9.2 1.25 

1972 205,843 (X) 4,496 (X) 2,899 21.8 9.0 1.28 

1973 209,023 (X) 4,590 (X) 2,903 22.0 9.0 1.30 

1974 212,253 (X) 4,676 (X) 2,910 22.0 9.1 1.29 

1975 215,527 (X) 4,751 (X) 2,914 22.1 9.1 1.30 

(X) Not available or sot applicable 

April 1 population 
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3 Per 1,000 mid -year population 



POPULATION -ECONOMIC DATA ANALYSIS RELATIVE TO GEOTHERMAL 
FIELDS, IMPERIAL COUNTY, CALIFORNIA 

James B. Pick, Charles Starnes, Tae Hwan Jung, and Edgar W. Butler 
University of California, Riverside 

1. INTRODUCTION 
Social statistics aid in the understanding of 

current energy demands and in projecting energy 
utilization. Energy derived from nuclear, fossil 
fuel, and coal resources may be placed on an elec- 
tric power grid, and for small increment costs 
may be conveyed to localities hundreds of miles 
away (Fowler, 1975). Such power grid relation- 
ships may alter according to season, regional sup- 

plies, alternate forms of energy, utility regulat- 

ing decisions, international pricing developments, 
and so on. Thus the analyst may have difficulty 
in assessing demand. 

Solar and geothermal energy sources differ 
from the others in predictability of locational 
supply- demand relationships. For solar, the cur- 
rent small capacity relative to major energy 
sources means that supply and demand locations 
are the same. Geothermal power stations are vir- 
tually nonexistent in the U.S. Regional use of 
geothermal power has the complication of change- 
able and distant dispersions by power grids, as 
well as plant capacity. 

Regional relationships may be assessed, how- 
ever, for nonelectrical uses of geothermal power. 

Geothermal energy production is based on subsur- 
face hot water or steam, which in turn is heated 
by elevated magma layers. In geothermal power 

development, wells are drilled into the optimal 
three -dimensional geologic strata; hot water or 
steam is withdrawn and used to produce steam to 
turn generators which yield electricity. The 
regionally -fixed product of hot water may be used 
within about 60 km of the power plant periphery 
for heating, air conditioning, industrial plant 
processes, for agricultural purposes, and recre- 
ational use. 

The purpose of this paper is to analyze the 
socio- economic characteristics of Imperial County, 

California, in relation to known locations of 

geothermal fields (KGRA's). Interpretation of 
these findings will be presented in a separate 
article by the authors. Socio- economic data are 
from the 1970 U.S. Census. Analytical methods 

used are graphic displays, demographic techniques 

and discriminant analysis. Before describing 

these it is important to examine relevant studies 
on energy development in the U.S., as well as 

past research on the population of Imperial County. 

There have been few studies of socio- economic 
effects of energy development. A recent study 
(Vollintine and Weres, 1976) examined public opin- 
ion on geothermal energy development in Lake Coun- 
ty, California, the major existing site of geo- 
thermal energy production in the U.S. Generally 

population variables were concluded to be uncor- 
related with opinion on geothermal energy develop- 
ment. Kjos (1974) investigated the potential for 

industrialization in Calexico, the county's sister 

city of Mexicali. He drew essentially negative 

conclusions about the industrial development of 

Calexico due to lack of incentives for new busi- 

nesses, a lack of governmental planning, local 

tensions in regard to border worker issues, and a 

lack of an industrial park, among other reasons. 
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2. POPULATION STATISTICS 
Imperial County is located in the southeast 

corner of California; its central valley portion 
geologically is part of the Salton Trough. Be- 
fore 1901, the valley consisted of Sonoran desert, 
with only several thousand residents in a land 

area of 4284 square miles. An increase in popu- 
lation was caused by the 1901 diversion of Colo- 
rado River water for irrigation. The northern 

drainage flow of residual irrigation water re- 
sulted in the formation of the Salton Sea. 

As seen in Table 1, population rapidly in- 
creased to 60903 persons in 1930. At this time 
the population reached a plateau and in the next 
forty years increased only 22% compared to 251% 
for the state. Even with inclusion in 1970 of 
the 9000 estimated Mexican border commuters, popu- 
lation only increased 37 %. A trend which paral- 
leled total numbers was a decrease from a 1910 
sex ratio of 1.9, 52% higher than the state, to a 

steady level 18 -26% higher than the state's from 

1930 to 1960. If international commuters (nearly 

all males) are included, the relative sex ratio 

continued 28% higher than the state's for 1970. 
Since agriculture has consistently been the 

base industry of the county, the fundamental eco- 

nomic support for additional persons has not been 

significantly altered since 1930. The draw of 
large amounts of industry and commerce, which 

altered other formerly agricultural counties like 

Orange in this period, was probably precluded by 

labor and locational factors. The county's unu- 

sual sex ratio is interpreted as a lack of female 

occupations and amenities during the pioneering 
years of 1910 -30, followed by an employment need 

for more males in agriculture since 1930. 

A fundamental factor in Imperial's population 
is the presence of the border with Mexico and 

large numbers of Mexican Americans (henceforth 
abbreviated as MA). Although sparsely populated 
in the early 1900's, the northern region of Mexico 

has increased in population sharply since 1950 to 

a 1970 level of 857000, with 390000 in Mexicali. 

Table 2 shows comparative data on the MA popula- 

tion 1930 -70. Comparison of the broadest defini- 

tions, "Mexican" for 1930 and "Spanish language" 

for 1970, again reveals greater equilibrium 1930- 

70 for the county. Imperial County's five -fold 
larger MA percentage than the state's in 1930 was 

likely due to border proximity and maximal Mexi- 

can emigration (Samora, 1971). 

The stabilized nature of the county's agricul- 

tural economy set in 1930, has not offered an 

employment structure able to accommodate a skill 

mix of increased MA workers since that time. Non - 

citizen Spanish- origin persons have been present 

during this history. These are legal Mexican 

aliens (LMA's) and illegal Mexican aliens (IMA's). 

The detailed history of LMA and trends and 

fluxes since 1900 is well -delineated in Samora 

(1971). LMA numbers have been influenced by eco- 

nomic demand for cheap labor which resulted in 

a federally- approved contract labor program in the 

50's --the Bracero program. This program peaked 

with 400,000 contract workers in the U.S. during 



the late 50's. Since U.S. place of residence 
alone determines the census, a substantial number 
of Braceros were counted in the 1960 census for 
the county. With the ending of this program in 
the mid -60's, some 4500 to 6000 (U.S. Senate, 
1971) farm workers established residence in Mexi- 
cali and commuted to jobs in the county daily, 
and are estimated to presently number 6,000 -12,000. 
The Immigration and Naturalization Service esti- 
mated county LMA's at 8000 in 1973. Recent liter- 
ature (Stoddard, 1976) has pointed out the ex- 
treme inaccuracy in estimates of IMA's. 

Table 3 summarizes crude vital rates for the 
county from 1930 -70. If we apply the average rate 
of natural increase (1930 -70) of 1.65% we arrive 
at a compounded natural increase of 66% over the 
forty years (the process is assumed additive be- 
cause the base population is only changing slight- 
ly). Under the assumption that border commuters 
should be counted as county residents in 1970, 
the forty year outmigration rate is 29 %, or a 

compounded annual outmigration rate of .7 %. 
A standard demographic feature of MA population 

is higher fertility (Bradshaw, 1973). However, 
while the county's annual rate of natural increase 
is about 65% higher than the state's, this dif- 
ferential is only partly due to MA fertility. 
For completed cohort fertility in 1970 for ever - 
married women age 35 -40, Imperial has a 49% addi- 
tional increment for MA over non -MA fertility. 
When this is applied to the entire population, 
the fertility increment due to MA's is only 23 %. 
The 42% differential is readily explained by the 
young age distribution of the county, especially 
of the MA population, since it is well -known that 
such youthful age distributions tend to inflate 
standardized fertility and deflate standardized 
mortality. Table 3 also shows life expectancies 
comparable to California's. 
3. ENERGY CAPACITY AND CONSUMPTION 

This steady level of total population of the 
county is presently supported by an ample local 
energy capability, which has evolved since the 
mid- 1930's. Since the first energy installation 
in 1936 of a 2.2 mW diesel generator, installed 
capacity increased nearly linearly (at a smoothed 
linear rate of 3.4 /year) to 47.9 mW in 1950. 
From 1950 -75, power plant installation again in- 
creased about linearly (at a smoothed linear rate 
of 12.0 mW /year) to 347.3 mW capacity in 1975. 
From 1940 to 1970, U.S. electrical energy produc- 
tion increased by a factor of 8.8 and per capita 
electrical production increased by 5.3 times 
(Fowler, 1975). By comparison, these factors for 
Imperial County energy capacity are respectively 
12.9 and 10.4. Thus, while the county's popula- 
tion growth has lagged, its growth in energy capa- 
city has greatly exceeded national rates. In fuel 
mix, the county has changed from steam- diesel- 
hydro proportions of 0:100:0 in 1940 to 52:7:41 in 
1960 and to 68:11:21 in 1975. This latter com- 
pares to an estimated 1975 national mix of 76% 
petroleum and gas, 4% hydro, and 20% in other 
forms of energy (Penner et al., 1974). Thus the 
most unusual present feature of the county fuel 
mix is an enlarged component of hydroelectric 
power. 

Per capita energy consumption was estimated by 
discounting national consumption in 1973 and coun- 
ty consumption in 1975 to 1970 by the national 
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energy consumption growth rate of 5.6% per year 
(Fowler, 1975). Per capita estimates are 8272 kW 
hrs for the nation and 7325 kW hrs for the county 
(6530 kW hrs if border commuters are included). 

Lower comparative per capita consumption con- 
trasts with higher installed capacity per capita. 
Whereas the 1970 total and peak demand capacities 
are 1.67 kW /capita and 1.35 kW /capita for the 
U.S. (Fowler, 1975), they are 3.59 kW /capita and 
1.89 kW /capita for the county (3.20 and 1.69 with 
border commuters). A final crude energy consi- 
deration is the current use of county electrical 
generation. The 1975 ratios of residential to 
commercial to industrial are 42:39:14 compared to 
1973 national figures of 34:24:41. The housing 
fuel mix of the county reveals a major difference 
from the statewide pattern -- reduced use of utility 
gas (37% below the state level) and increased use 
of electricity (271% above the state). A pos- 
sible explanation is the low price of electricity 
due to the relatively large component of hydro- 
electricity in the county. 
4. AGE STRUCTURE AND AGE SPECIFIC MIGRATION 

As far as can be determined, there have been 
no past relationships between crude county popu- 
lation and energy development. Age structures 
and age- specific migration for the county have 
had very distinctive patterns, but seem unaffec- 
ted by energy resources. However, age structures 
likely will be important for geothermal energy by 
determining present and potential labor force. 

Age group data were obtained from the U.S. 
Census (1910 -73), and data on births and deaths 
were gathered from state sources (California Dept. 
of Public Health, 1930 -75). These were studied 
by the PYRAMID demographic display program (Pick, 

1974). 
In comparison to the nation, the county is 

significantly younger. Forty -five percent of 
males and 44.3% of females are below age 20, com- 
pared to national figures of 37.6% for both sexes. 
However, this youthfulness reflects only the MA 
population. While the above respective figures 
are 35% and 34.5% for anglos -- levels below na- 
tional ones --they are 56.4% and 53.6% for the MA 
population. This extreme youthfulness exagger- 
ates fertility; since it also influences popu- 

lation projections, it will be discussed subse- 
quently in the context of geothermal energy. 

To study age specific migration between 1950- 
70 it is convenient to aggregate ages by three 
larger categories: -29, 30 -64, and 65 +. Age 
structures for 1960 and 1970 are distorted by 

border commuters previously referred to. Since 
these workers were nearly all males, comparisons 
of female age structures are more accurate. In 

1960 female migration rates (based on past pro- 
jected population with direction indicated) were 
-14.3, -11.5 and +10.0 for aggregated ages. In 

1970 these rates were -10.3, +.4, and +9.2. Thus 

female children and young women have been leaving 

the county, while retirement age women have been 
returning. The middle age segment has changed 
from a strong outmigrating tendency in 1960 to 

neutrality in 1970. Because of the youthful age 

pyramid, numerically most migrants (counting in- 

and outmigrants equally) are in the -29 age cate- 

gory (65.2% in 1960 and 89.9% in 1970). The 

greatest female outmigration was for those ages 

of 20 -24, with rates of -.257 and -.261 in 1960 



and 1970. For the young, the draw of employment, 
educational, and life style forces in more urban, 
sophisticated regions of the West appear to ac- 
count for such significant departure. Because of 
possible data unreliability, males' rates were 
done for ages -20 and 65 -79. In 1960 rates were 
-6.5 and +12.0 for them; in 1970 rates were -4.6 
and +9.7. Hence male migratory patterns also 
show the departure of the young and return of the 
old. 

5. SOCIO- ECONOMIC CHARACTERISTICS 
The economy of Imperial County, primarily based 

on agriculture, will be a critical element in pos- 
sible geothermal development. The income distri- 
bution of the county was studied from 1950 -70 by 
inflating all incomes by the ratio of the mean in- 

comes by ten -year periods. To achieve a somewhat 
larger economic area for these inflators, Imper- 
ial's inflators were averaged with those for Los 
Angeles County. Incomes were inflated by 87% for 
1950 -60 and by 53% for 1960 -70. Table 4 shows 
comparable income classes after multiplication by 
the above weights. The percent of top family in- 

comes (above $28,611 in 1970) appears to be ra- 
ther stable over twenty years. However, the 
second highest and lowest income brackets consis- 
tently decreased over the period, whereas the 
middle groups increased by 10 %. This trend toward 
middle -class categories also appears for employ- 
ment; there was an increase for 1950 -70 of 11% in 
clerical and professional- managerial employment, 
compared to an increase of only 4% for California. 
In 1970, poverty levels were 35% higher than for 
California, and male and female unemployment were 
7.1% and 6.4 %, 69% and 129% above the state level. 

Industrial classifications were examined for 
Imperial County, Kern County, and California. 
These can be best analyzed by separating occupa- 
tional divisions by sex, and by eliminating the 
agricultural component entirely. In Table 5 are 
shown the nonagricultural industrial distribu- 
tions by sex for 1950 -70. In Imperial County, the 
most significant change in industrial classifica- 
tion for males is an 8% rise in public administra- 
tion and government education (versus a 2.8% in- 
crease in these for California and a 3.7% increase 
for Kern). This increase reflects growth in the 

middle class. For males, a significant difference 
is a county manufacturing component only 57% 
smaller than the state, but a greatly increased 

utility and sanitary category (304% larger than 
the state). For females in Imperial, the most 
important longitudinal trend is an increase of 4% 

in government education workers. On the female 

side, compared to California, there is an even 
more sharply reduced manufacturing component (77% 
less than the state). Again the utility work 
force is larger. In summary, eliminating the ef- 
fects of agriculture and sex ratio, two agricul- 
tural counties, Kern and Imperial, appear highly 
similar in industrial distribution but contrast 
with the state. 

The above analysis controls for the influence 
of the labor force sex ratio. For the state, this 

ratio fell from 2.40 in 1950 to 2.03 in 1960 and 

finally to 1.64 in 1970. For Imperial County the 

figures were 4.12, 3.37, and 1.90 respectively. 
It is assumed that the labor force sex ratio will 
continue to decrease. Thus in considering labor 
market potential for geothermal- related industri- 
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alization, an important source of labor, pres- 

ently only partially utilized, is females. The 
large gap with the state in female manufacturing 
employment would appear particularly important. 
6. REGIONAL SOCIO- ECONOMIC COMPARISONS 

In order to elucidate important county trends, 
socio- economic characteristics relevant to energy 
were studied by computer mapping and then by dis- 
criminant analysis between energy regions. Data 
for county enumeration districts (henceforth 
called ED's) were obtained from the fifth count 
of the 1970 Census (U.S. Bureau of the Census, 
1974). These data were displayed using Automap 
II, a standard computer mapping program (Envi- 
ronmental Systems Research Institute). Five 
levels of data values were chosen, with extremes 
approximately eighths or sixteenths. Since 58.6% 
of the county's population resides in the towns 
of Brawley, Calexico, and El Centro, and another 
35.7% lives in the central irrigated valley, the 

central valley and the largest three towns were 
mapped separately. 

Geothermal energy is legally located under- 

neath surface areas called Known Geothermal Re- 

source Areas (KGRA's). Figure 1 --a map of per- 
cent Spanish- speaking for the central valley --has 

superimposed on it a map of the three presently 
reported central valley KGRA's. For all analyses 

an ED was identified as geothermal if more than 

50% of its surface area was contained within a 
KGRA. In addition, because of their size and 

location just outside the Heber KGRA border, ED's 

in the towns of Calexico and El Centro were iden- 
tified as geothermal. Although not mapped, an 
ED in the lower East Mesa contains a promising 
KGRA which is being actively drilled by Republic 
Geothermal Corporation. However, this ED con- 

tains extensive land area and few of its 259 

residents are likely to be affected; hence it was 

not identified as geothermal. 
Using computer mapping technology, regional 

and geothermal results are presented below for 

the following characteristics: Spanish language, 

dependency ratio, labor force availability, mo- 

bility, income, and rental market over $100. 

Spanish -language residents show a concentration 
in Calexico and periphery (31% of MA's in county) 

and in Brawley and periphery (22.9 %). Thus in 

the Heber KGRA and Brawley -Salton Sea KGRA's, the 

Spanish- speaking are of particular importance. 

Within towns, a directional axis of MA composi- 

tion is apparent: southeast (high) to northwest 

(low) for Brawley; northeast (high) to southwest 
(low) for El Centro; and south (high) to north 
(low) for Calexico. In drilling and geothermal 

plant locations near these towns, such well - 

defined axes may be a consideration. 
A dependency ratio was calculated and mapped 

(persons aged under 18 plus persons 65 and over/ 

persons 18 to 64). This measure is ethnically 
biased because of the very large portion of chil- 

dren and adolescent MA population. Thus depen- 

dency closely corresponds to percent MA (r = .44), 

with a greater than average concentration in 

KGRA's. Directional axes for the towns are not 

apparent for dependency, but areas of highest 

concentration are present in east -central Brawley, 

northeast El Centro, and north Calexico. The 

opposite locations of high dependency and high 
percent MA for Calexico is due to the large 



percentage of young family housing for both eth- 
nic groups in the north. 

Male labor force availability is defined as 
the number of males 17 -64 /total number of males. 
By definition, it is inversely related to depen- 
dency, although the latter includes both sexes. 
For the northern combined KGRA, male labor force 
availability is very low in peripheral areas, but 
high in Brawley. For the southern KGRA, a medium ' 

level is apparent with El Centro medium and Calex- 
ico low. Brawley, which contains the preponder- 
ance of persons in the northern geothermal areas, 
clearly offers in addition an age structure favor- 
ing male work availability. Within the towns, 
this characteristic is highest in the two northern 
corners and west central part of Brawley, the 
northeast corner of El Centro, and the southwest 
corner of Calexico. 

Female labor force availability is very highly 
correlated (r = .58) with that of males. Major 
differences are the reduction in female relative 
to male level in the highest income areas of 
southwest Brawley, El Centro and north Calexico. 
A similar reduction in the southwest part of 
Calexico, an area of farm labor activity, may be 
due to a reduced availability of married housing. 

Regional mobility patterns were studied by 
1965 residence in a different house (household 
mobility), different county (county mobility), and 
different state (state mobility). These data are 
for in- movement rather than out -movement. Hence 
for a county in which out -movement has predomi- 
nated, the bulk of total moves is ignored. How- 
ever, since town populations were very stable be- 

tween 1960 -70, it may be assumed that regional 
out -movement levels are highly correlated with 
in- movement levels as measured. These data show 
that mobility up until now does not correspond to 
KGRA boundaries. Household mobility has high 
rates in rural and peripheral areas in the eastern 
third and southern third of the central valley, 
except for the southeast corner; relatively high 
mobility in the northeast third; and medium to 
low levels in major towns. County mobility in 

nonurban areas in the northwest third is low in 
level, with moderate levels for the remainder; 
the cities of Calexico and Brawley had moderate 
rates while El Centro was high. 

Since interregional mobility has been found to 
be an important correlate of other social vari- 
ables including vital rates and prospective mo- 
bility (Butler, 1969; Pick, 1975), planners con- 
cerned with the labor force in El Centro should 
note the high mobility, with a decreasing gradi- 
ent from west to east. Since interstate immi- 
grants compose only 30% of intercounty inmigrants, 
they are of less importance. The most notable 
feature, again, is elevated levels for El Centro 
and adjacent areas to the east and west. 

Regional income differentials are very sharply 
defined, with higher incomes in El Centro, wes- 

tern rural El Centro, Holtville, and rural Calex- 
ico to the east. Rural parts of the Salton Sea 
and Brawley KGRA's and the town of Heber are at 

the lowest level of income. A general county- 
wide radient for rural areas runs from north 
(high) to south (low). Clear income axes exist 
in Brawley (west -high to east -low), El Centro 
(southwest -high to northeast -low), and in Calex- 
ico (north -high to south -low). Regionally, the 
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location of rentals in the rental market above 
$100 corresponds very closely to income --r (per- 
cent rentals $100 -149 in the rental market, per- 
cent family income $9- 25,000) = -.48, while r 
(percent rentals $200 -249, percent family income 
$9- 25,000) = .4. 

Discriminant Analysis 
As discussed earlier, for pollution by- products 

of non -electrical applications of geothermal ener- 
gy, eventual effects from various field locations 
may be related to differences in the socio- 
economic characteristics of the surface areas 
above the fields. To attempt to establish what 
characteristics differentiate fields and relate 
these to geological features, a linear step -wise 
discriminant analysis was performed, using ED 
data. A standard step -wise program was used 
(Dixon, 1973), with an F criterion for inclusion 
of .01. In addition to the variables discussed 
in Section 6, the following variables were in- 
cluded for possible selection (all except the 
first three are in percent for the population 
considered): white fertility ratio (persons under 
5 /females 15 -45), Spanish fertility ratio, per- 
sons now married, international mobility (persons 
age 5+ abroad in 1965), unemployment (white), 
unemployment (Spanish), white collar workers in 
the labor force (professional, managers, cleri- 
cal, and sales), blue collar workers (craftsmen, 
operatives, service and laborers), farm laborers - 
farm foremen, families with income <$3,000, ren- 
tals $150 -199 in the $100+ rental market, crowd- 
ing factor of 3 or less persons in a unit, den- 

sity of 1- persons /rm for the entire population 
and for the Spanish- speaking, house heating by 
utility gas, by bottled gas, and by electricity. 

As seen in the KGRA base map, there are three 
major KGRA's in the central valley: the Salton 

Sea, Brawley, and Heber. Since only one ED is 

classified as geothermal for the Salton Sea field, 

it was decided to combine the Brawley and Salton 
Sea KGRA's, forming a larger area henceforth re- 

ferred to as the Salton Sea consolidated KGRA. 

An inconsistency involves the three major towns, 
all of which touch KGRA boundaries -- Brawley on 
the inside of the Salton consolidated KGRA, and 

El Centro and Calexico on the outside of the 
Heber KGRA. This irregularity was resolvdd by 

performing a discriminant analysis including the 
three major towns and another analysis including 
only rural ED's. 

Results are summarized in Table 7. The first 

analysis grouped all geothermal ED's together; 

"non- geothermal" refers to the remainder of the 
county. The variable utility gas for house heat- 
ing was by far the most important in separating 
geothermal from non -geothermal areas. Utility 

gas was also the best discriminant when the geo- 
thermal areas were classified into two groups. 

However, although the non -geothermal area was 
significantly separated, the Salton Sea consoli- 
dated and Heber fields were not significantly 
differentiated. Variables of less importance are 

percent Spanish- speaking, and percent of higher 
priced rentals ($200 -249). 

The importance of utility gas, higher rentals, 

and ethnicity is possibly due to a combination of 
geologic and human settlement reasons. The geo- 

thermal fields are contained in the Salton Trough, 

which extends from the Gulf of California to 



north of the Salton Sea, and are more likely to 
be on the central part of the trough. Likewise 
the irrigated valley is centrally located above 
the trough; and from a transportation and labor 
force standpoint, the county's towns were his- 
torically more likely to be centrally settled in 
the valley. Hence the significance of the utili- 
ty gas and rental variables stems from the con- 
centration of utility gas and higher rents in 
urban areas. MA preference for urban residence 
(Grebler et al., 1970) leads to the importance 
of the MA variable. 

When a two -area analysis was performed for the 
rural portion of the county, Spanish- speaking was 
dominant --the above reasoning is still valid be- 
cause of MA preference for areas near towns over 
more outlying areas. 
7. POPULATION PROJECTIONS 

Population projection was performed for the 
county, with special emphasis on geothermal ener- 
gy. A set of four projections was made utilizing 
modified standard projection routines. The first 
two fifty -year projections (Table 6) were per- 
formed in a standard manner as follows: (I) fer- 
tility and mortality rates assumed constant at 
1970 values; migration rates for both sexes as- 
sumed at the average rates 1950 -70, with the sexes 
pooled and 1970 male rates for age group 20 -65 
assuming the values for females in 1970 to adjust 
for border commuters; and (II) fertility and mor- 
tality rates assumed constant at 1970 values; no 

migration allowed. 
The potential stimulus of the county's present 

youthful age structure is clearly demonstrated by 
year 2020 projections of 71195 persons for (I) 

versus 175081 for (II). On a crude rate basis, 
the 1% difference in 1970 crude migration rates 
between (I) and (II) would account on a constant 
1970 age structure for only about a 60% differ- 
ence in 2020 totals. The actual 146% difference 
in these totals is attributable to a combination 
of the youthful age structure, high fertility, 
and the fertility dampening due to the high rates 
of outmigration prior to age 25 assumed in (I). 

Possibilities for geothermal developments were 
incorporated into projections (III) and (IV). 

The key assumption for these is a linear increase 
in crude net migration rates calculated on the 
1970 stationary age distribution (henceforth ab- 
breviated as CNSMR = crude net stationary migra- 
tion rates) until the time point of final instal- 
led capacity is achieved, with that time point's 
rate assumed thereafter. Geothermal development 
time scales were estimated from the only signifi- 
cant U.S. historical case --Lake County, Califor- 
nia- -and from known tentative corporate plans for 
geothermal development in Imperial County. Lake 
County's initial 11 mW of geothermal capacity has 
been added since 1971 at the approximate rate of 
100 mW /year. Assuming in Lake County a total 

field capacity of 1500 mW and a constant future 
trend, one arrives at an estimated time scale of 
25 years for complete development. Davis (1976) 
details present corporate plans for installation 
of power plant capacity running from 1978 to 1995. 

The spans of these two development scenarios were 
averaged to obtain a capacity installation span 
of 21 years for projection purposes. 

Thus in projections (III) and (IV), CNSMR was 
increased linearly from 1970 to 1995 so that 
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migration change is a function of power plant 
capacity. Year 1995 CNSMR was assumed at 20% 
for (III) and 30% for (IV) of the average crude 
migration rates 1950 -70 for the five fastest 
growing California counties (these respective 
rates are 1% and 1.42% annually). The age dis- 
tribution of inmigrants was a weighted average 
of 1) the county pattern 1950 -70 used for (I) -- 

weighted .3; and 2) the U.S. age structure for 
intercounty mobility (Bogue, 1959) -- weighted .7. 

Results of these geothermal projections again 
reveal the county's high potential for rapid 
increase. 
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Table 1. Population and Sex Ratios for California 
and Imperial County for 1910 to 1970 

Im er. SRI Calif. SR2 SR1 /SR2 Mexico 

Table 5. Non -Agricultural 
Imperial County, 

Imperial County 

Industrial Distributions for 
Kern County, and California, 1950 -1970 

1950 1960 1970 1910 1.90 2377549 1.25 1.52 15 160 369 
1920 43453 1.48 3426861 1.12 1.32 14 334 780 
1930 60903 1.36 5677251 1.08 1.26 16 552 722 
1940 59740 1.23 6907387 1.04 1.18 19 653 552 
1950 62975 1.19 10586223 1.00 1.19 25 791 017 
1960 72105 1.24 15720860 .99 1.25 34 923 129 
1970 74492 .98 19953134 .97 1.2B 48 313 438 
1970 83492* 1.24 

* Includes border commuters 
SR1 = Imperial County sex ratio 
SR2 California sex ratio 
Source: U.S. Bureau of the Census, 1910 -1970 

Table 2. Spanish- Speaking Population in Imperial County 1950 -1970 

Imperial Kern California 

M F M F 

11.7 .7 8.4 .4 

12.5 2.2 12.8 2.0 
8.5 2.2 7.0* 4.4* 
31.4 36.1 28.6 30.2 
6.9 5.4 8.8 5.9 
1.8 9.5 3.3 11.4 

27.6 44.6 29.0 63.2 

26.7 2.0 20.0 1.6 
12.2 3.3 15.1 4.1 
2.4 .65 2.0* 1.4* 

21.0 31.3 19.5 26.8 
10.8 9.5 12.0 8.4 
2.3 12.3 3.8 12.7 

39.1 49.0 36.1 47.3 

12.9 1.0 10.1 1.3 
23.9 15.3 29.3 17.4 
2.3 .7 1.6* 1.0* 

23.1 26.6 18.8 21.3 
7.3 6.7 6.9 5.5 
1.8 5.8 2.9 7.8 

28.7 43.8 28.9 46.0 

from 1970 data. 

of the Census, 1950 -1970 

Projections 

Year 

M 

10.0 
11.3 
9.3 

29.8 
10.7 
5.6 

22.2 

21.9 
11.6 
2.4 

23.0 
12.3 
4.5 

24.5 

9.1 
26.5 
2.3 

21.5 
7.5 
4.2 

28.9 

F 

1.1 
3,5 
3.8 

31.5 
6.0 
13.8 
40.2 

2.4 
3.5 
1.4 
27.6 
7.2 
14.67 
43.3 

1.1 
15.3 

.7 
22.0 
5.2 
9.7 
46.1 

Construction -Mining 
Manufacturing 
Utilities- Sanitary 
Wholesale- Retail 
Public Admin. 
Educ. (Gov.) 
Other 

Kern County 

Construction- Mining 
Manufacturing 
Utilities -Sanitary 
Wholesale- Retail 
Public Admin. 
Educ. (Gov.) 
Other 

California 

Spanish- speaking definition 

1930: Mexican .355 .086 .065 

1950: Mexican Birth .135 .015 .015 

1960: Mexican Origin .272 .050 .044 

1970: Mexican Birth .020 
Mexican Origin .304 .071 .055 
Spanish Language .449 .155 .137 

Source' U.S. Bureau of the Census, 1950 -1970 

Table 3. Measures of Fertility and Mortality for Imperial County 
from 1950 to 1974 

Total Fer- Imper. 
Births Birch Rate tility Rate Deaths Death Rate Life Expec. 

Construction -Mining 
Manufacturing 
Utilities- Sanitary 
Wholesale- Retail 
Public Admin. 
Educ. (Gov.) 
Other 

*Sex division estimated 

Source: U.S. Bureau 

Table 6. Population 
Year Ca. Imper. Ca. Ca. Male Female 

1950 1878 29.8 23.1 3836 3007 446 7.0 9.3 62.8 69.0 

1960 1885 26.1 23.7 4347 3622 498 6.9 8.6 74.2 73.4 

1970 1662 22.3 18.2 3211 2352 582 7.8 8.3 66.3 75.2 

1974 1536 18.7 14.9 615 7.4 8.1 

Note: Imper. stands for Imperial County; Ca. stands for California; 
Life Expec. stands for life expectancy from age 0. 

Source: State of California, various publications, 1930 -1975 

Series 1970 1980 1990 2000 2010 2020 

75466 77448 76783 74270 71195 

88568 106194 124603 148124 175081 

76803 91387 119335 165981 233964 

77381 95456 132525 198698 301989 

of Geothermal Regions by Socio- Economic 
Characteristics 

Included 

74492 

74492 

III 74492 

IV 74492 

Tab criminant Analysis le 7. Dis 

Variables 

Table 4. Income Distribution for Imperial County 1950 -1970 With 
Classification Subject to Inflation 

Income Class Income Class Income Class 
1950 Percent 1960 Percent 1970 Percent 

Grouping 

Entire County 180) 
2 groups 

Entire County 1801 
3 groups 

Rural Portion (31] 
2 groups 

Rural Portion (31] 
2 groups 

10000+ 

5000 -9999 

3500 -4999 

1000 -3499 

-999 

3.1 18700+ 

21.2 9350 -18699 

15.0 7479 -9349 

44.8 1870 -6544 

15.7 -1869 

3.7 28611+ 

19.3 14305 -28610 

14.8 10013 -14304 

50.5 2861 -10012 

11.4 -2860 

2.9 

15.3 

19.6 

50.8 

10.6 

Note: Inflation of classifications calculated by average 
inflation of mean incomes for Imperial and Los 
Angeles Counties. 

Source: U.S. Bureau of the Census, 1950 -1970 
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Spanish- speaking 
variable excluded 

(F to remove in paren.) 

Utility gas (27.8--) 
Rents $200 -249 (11.5 -) 
Spanish- speaking (11.1 -) 

Utility gas (15.4 ") 
Spanish -speaking (3.6 *) 

F Matrix 

Non -geo. [32] 
Geo. 48] 

Salton 18 Heber 30] 
Heber [30] 
Non -geo. (32] 
(Approx. F - 

Spanish- speaking (12.9 --) Gao. 6 
Non -geo. [25] 

Income $9 -25000 (8.5`) Geo. 61 

Bottled gas (5.6 * *) Non -geo. [25] 

[ number of ED's 

Apparent 
Error Rate 

Geo. .167 
Non -geo. .281 

Salton .389 
Heber .467 
Non -geo. .344 

Geo. .333 
Non -seo. .120 

Geo. .333 
Non -geo. .240 

* Signif. at .95 Signif. at .99 
** Signif. at .975 Signif. at .9995 
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ANALYSIS OF DESIGN EFFECTS AND VARIANCE COMPONENTS IN 
MULTI -STAGE SAMPLE SURVEYS 

R. Platek and G.B. Gray, Statistics Canada 

1. INTRODUCTION 

a) General 

Survey sample techniques have been in use for 
many years, and among probability samples, there 
are many types. They vary from simple random 
sampling to a complex multi -stage stratified 
sample design and it is the latter type which is 
the subject of this paper. 

b) Need for Multi -Stage Sample Design 

A particular survey design is determined by a 
variety of factors such as objectives of the sur- 
vey, methods of enumeration, availability of 
census data, reliability of estimates required, 
and frequency of survey. The availability of 
funds usually plays an important, practical part 
in determining a survey design. 

Any sample design, whether it uses personal 
interviews solely, or in conjunction with tele- 
phone or mail, requires clustering of the sample 
to some degree. Even mail surveys with personal 
follow -up of non -respondents may require cluster- 
ing to a certain extent. Although clustering 
usually reduces the survey cost, the sampling 
variance of estimates of most statistics is in- 
creased. In order to introduce clustering in a 
survey design, a certain amount of information 
about the population is required. Census data 
may be used, for example, to delineate strata 
and primary sampling units, while more up -to- 
date information on areas within primary sam- 
pling units may be used to delineate sub -sam- 
pling units in subsequent stages. 

The periodicity or frequency of a particular 
survey affects the type of survey design and the 
degree of clustering. For example, a continuous 
survey usually requires a permanent organization 
and permanent interviewers who must be trained 
and controlled. 

c) Need for Components of Variance 

For the sole purpose of obtaining measures of 
reliability of estimates, usually confined to 
estimates of sampling variability, it is selfom 
necessary to split up the variance into compon- 
ents and to estimate each component. 

In a multi -stage design however, when total vari- 
ances are studied, questions frequently arise as 
to the contribution of various stages to the 
total variance. Examination of the relative 
magnitude of variance components throws some 
light on the alternative sample design through 
changes in the sizes of the units, or changes in 
the allocation of sample units that might be a- 
dopted to decrease the sampling variance for a 
given budget, or decrease the cost for a given 
sampling variance. Clearly, the answer to 
either of these requires a cost analysis in con- 
junction with a variance analysis and we are 
aware that by providing variance analysis with- 
out cost analysis the study is incomplete. How- 
ever, the magnitude of the components at certain 
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stages may determine the desirability or necess- 
ity of isolating cost components at the same 
stages. In some instances, a variance component 
may be unacceptably high regardless of the cor- 
responding cost component. 

Total sampling variances and design effects [7] 

enable us to evaluate the gains or losses as a 
result of stratification, clustering and ratio 
estimation compared with simple random sampling 
and simple estimation. However, in order to 
analyze the design effect more fully, components 
of variances are required. For example, low de- 
sign effects may mean that clustering plays no 
part in increasing the sample variance so that 
components of variance other than those between 
ultimate units may be quite low, while high de- 
sign effects may indicate an extensive clustering 
effect which would lean toward high components of 
variance in at least one other stage besides the 
between ultimate unit component. Also, the size 
of the sampling unit at a given stage of sampling 
usually affects the variance component, since the 
population variance of which the variance com- 
ponent is a function, almost always increases 
with the size of a unit faster than by a linear 
relationship with the size. The reason for the 
faster than linear increase is a positive intra- 
class correlation [5]. Design effects by stages 
of sampling may also be calculated (See Defini- 

tion in Section 4b). 

2. VARIANCE COMPONENTS AND ANALYSIS 

Variance components were undertaken for about 40 
characteristics in June, 1973, for the Canadian 
Labour Force Survey, using Yates -Grundy estima- 
tion formulas [9], and further developed by Gray 
[3] and [4]. More details on the sample design 
of the Canadian Labour Force Survey may be ob- 
tained from [2] and [8], and the details related 
to variance component estimation may be obtained 
from [4] . 

The study of variance components based on the re- 
sults from the LFS lead to two basic types'of 
analysis, (a) a study of the variance components 
as percentages of the total variance and their 
relationship to design effects [7], and (b) a 

study of a variance function in terms of average 
weights and numbers of units at various stages 
and the population variances for which individual 
design effects may be obtained. 

3. DESIGN EFFECTS AND CATEGORY OF CHARACTERISTICS 

On the above broad definition of the types of 
characteristics as well as the observed design 
effects, the 19 characteristics were grouped into 

three categories, maintaining as much as possible 
the common category between urban and rural 
areas. 



There is a rather high correlation of .860 be- 
tween the design effects of the characteristics 
for urban and rural areas and without either 
"Finance and Insurance" or "Non -Agriculture Em- 
ployed", the correlation increases to .907. The 
design effects in the urban and rural areas have 
also been ranked in order to show more clearly 
the correlation between the two sets of obser- 
vations. In general, the clustering effect as 
seen by the magnitude of the design effect is 
more significant in the rural areas than in the 
urban areas, the average design effects being 
1.604 and 2.020 in the urban and rural areas 
respectively. Although observations pertaining 
to category I are lacking in this study, monthly 
variance estimates of other categories using the 
Keyfitz formula [6] have revealed a similar 
phenomenon of low design effects among charact- 
eristics pertaining to specific age -sex cate- 
gories. 

4. ANALYSIS OF COMPONENTS OF VARIANCE 

a) General 

Each stage of sampling results in some contri- 
bution to the total sampling variance. The 
magnitude of the components vary from stage to 
stage and by characteristic within each stage of 
sampling. These have been calculated using 
methods developed in [4] for many Labour Force 
Survey characteristics in small urban and rural 
areas across Canada where four stage sampling 
was applied. The results are given in Table 2 

for Urban and Rural. The percentages of the com- 
ponents of variance are studied in relation to 
the average weights and sizes of sampling units 
at the various stages of selection. 

(b) Observation from Table 2 Dealing With 
Variance Components 

i) The average weight W (i.e. the total num- 
ber of rth stage unis within all sampled 
(r -1)th stage units divided by the sampled 
number of units within all sampled (r -1)th 
stage units, "0" being taken as the stra- 

tum level) for each stage of sampling. 

ii) The average size of rth stage unit . and 
averaged over the characteristics ofreach 
category. 

iii) The average percentage contribution for 
each component of variance 100 Vr /V by 
stage of sampling. 

iv) The average design effect Fr, defined by 
r _ 

/( Ws - 1) Ppq, and with some further 
s =1 - 

approximation may be shown to equal 
-l/ 

Ppq. 

v) The average measure of homogeneity, 

referring to the measure of similarity in 
characteristics for any pair of households 
within rth stage units of a stratum as com- 
pared with any pair of households within 
the stratum, averaged over all strata 
across Canada. 
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The items above are tabulated for Canada urban 
and Canada rural as of June, 1973. 

is the average population variance be- 
r:r-1 

tween rth stage units within (r -1)th stage units 
(not shown in these tables) averaged over all 
(r -1)th stage units. All averages mentioned a- 
bove are estimates based on the sample. 

In a particular (r -1)th stage unit it 
2 2 

N 
r 

a = E P. I (X. /P. 
-1 

r 
-r -1 

r 
-r -1 -r-1 

r 
-r 1r r -1 

- X. )2; where N is the 
-r -1 -1 

number of rth stage units in it 
Pi 

is 

r -r -1 

the relative size of rth stage Unit ir, and 

Xi 
i 

is the characteristic value of unit i 
r 

ri-r-1 
in i such that E X. = X. 

-r -1 i i i 
i 
r 

r -r -1 -r 

In the above, = h (stratum); i1 = (PSU), 

i2 = K (segment in type of area j); i3 = c 

(cluster) and i4 household. 

c) Analysis of Table 2 

The percentage contribution to the total vari- 
ance, design effect by stages, and measures of 
homogeneity all show a distinct pattern by the 
three categories of characteristics in both urban 
and rural areas. 

Turning first to the percentage contribution, we 
find that the total variance for category I 

characteristics is almost entirely contributed 
by the between household component (80% in the 
urban area, and 59% in the rural area). For 
category II characteristics, the between house- 
hold component of variance drops to 68% in the 
urban area and 47% in the rural area with slight 
changes to moderate increases in the other com- 
ponents. For category III characteristics, the 

between household component drops to 44% and 30% 
in the urban and rural areas respectively, but 
the between PSU component increases to about 1/3 
in both types of areas. 

The high between household components of variance 
is reflected in low design effects and low mea- 
sures of homogeneity at all stages. However, 

looking at individual characteristics for the mo- 

ment rather than the averages, one notices that 
high components of variance at a given stage are 
reflected in high design effects and high mea- 
sures of homogeneity. Negative components of 
variance estimate and negative design effects may 

be interpreted as estimates of unknown values 

that are positive but close to zero. 

If measures of homogeneity are calculated, design 
effects may be considered redundant. However, 

measures of homogeneity are difficult to calcu- 

late and apply in the formulae for variance 
functions and population variances must be calcu- 
lated individually (not averaged over character- 
istics), since they are a function of the size of 



the characteristic total or mean. Design ef- 
fects are useful both for individual character- 
istics and for sets of characteristics to arrive 
at estimated population variances in the 
components of variance functions. 

5. VARIANCE COMPONENTS AND DESIGN EFFECTS IN 
ALLOCATION STUDIES 

For a given design (i,e. strata, units with their 
sizes unchanged), the population variances remain 
unchanged and the variance function ( #7 Appen- 
dix) will be a function of the average weights 
for sampling at the various stages only. 

Or, algebraically, the rth stage component of 
variance is given by: 

r -1 r -1 
- 

Vr = [ Ws (Wr - 1)/ Ws (Wr - 1) Vr 
s=1 s=1 

where " denotes the present value of the para- 
meters. For example, 

present sampling fraction of PSUs 

V1 = present between PSU component of 
variance. 

For a 4 -stage sample design, V = E Vr, and by 
r =1 

substituting the currant percentage variance 
components for different weights, one can readi- 
ly see whether the altered weights would in- 
crease or decrease the variance according as V 
is greater or less than 100. Table 3 provides 
the variances that would occur under different 
sample allocations of weight changes while main- 
taining the same overall weight (product of the 
4 weights kept the same). Fifteen different 
values of 4 4 are obtained for 

100 E V / E V 
r =1 r r =1 r 

each of the three categories using different 
component weights such that 4 4 

H, = W 
s 

s 
s =1 s 

The weights are varied mostly by halving and 
doubling the number of selected units per unit 
of the next lower stage for two of four stages 
(indicated by .5* and .2 *). One special case 
of a census of primary sampling units with a 
more scattered sample within is also considered. 
In Table 3, the variance as compared with the 
present are obtained for Canada Urban and Cana- 
da Rural. 

and 

The total cost of the survey will not be the 
same for all of the allocations presented in 
Table 6, since the households may be on an aver- 
age more spread out or more clustered than at 
present, but it serves to illustrate one method 
of optimization on the assumption that the total 
survey costs may not differ appreciably if the 
total sample size is kept constant, whatever the 
allocation by stages. 

Under the survey constraints of a fixed overall 
sample size and fixed strata and delineated sam- 

pling units, it turns out that in only one of 
the 15 cases examined in Table 3 will the total 
variance be reduced for all 3 categories of 
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characteristics, although striking reductions 
may occur in any one of the categories. If 
every PSU is taken (i.e. each PSU a stratum), 
then the variance of category III variables 
would be substantially reduced, but 1/2 of the 
segments and 1/2 of the clusters and the appro- 
priate proportion of households within clusters 
to maintain the same overall sampling ratios 
(see note at bottom of Table 3) would be re- 
quired. There is a relatively small choice of 
allocations to examine. Wr cannot exceed 
Pr /Pr, for we would take fewer than one rth 

stage unit per (r -1)th stage unit. Also Wr can- 
not be less than one, for we would be taking 
more units in the sample than there exist in the 
population. It would be possible to take twice 
as many rural segments per PSU as we now do, but 
not twice as many urban segments, since in most 
PSUs we already take every urban segment. For 
this reason, the cases of 2* for segments were 
omitted from Table 3. 

The change in the variance from the present un- 
der different allocations given in Table 3 (no 

changes in the sizes or delineations of the units 
at the various stages) is given by: 

4 r-1 

- = E (a - 1)/ 
r=1 s=1 

Ss r r 

r-1 _ 
R Wr-1) -1] Vr 
s=1 

where denotes the present weight (inverse sam- 
pling ratio) for sampling rth, stage units, 

Wr denotes the altered weight according to 

the allocation strategy as of Table 3 (commonly 
ar .5 or .2), and Vr denotes the present vari- 

ance between rth stage units, expressed as a 
present total variance. By substituting the 

appropriate values of a-1 in the above formula, 

simple relationships between V and V may be de- 
rived for each allocation strategy and the con- 
ditions between Vr 's necessary to ensure a de- 

crease in the variance readily derived. The 
simplified relationship may help explain peculiar 
results such as allocation #4 and #5, where it 
turns out that V4 < 4.1 V3 in order to ensure a 

decrease in V from V in the urban area. 

Conclusions from Table 3 

i) Despite the existence of take -all clusters, 
the between household component of variance 
accounts for a significant portion of the 
total variance and in fact dominates the 
total variance for category I variables 
(e.g., 80% of the total variance in Canada 

urban). Consequently, for fixed total sam- 

ple size, changes in the allocation will 
have a small effect on the variance for 

category variables. 

ii) If we select only one PSU instead of 2 as 
in allocations #6 and 7, the variances of 

category II and III variables would in- 
crease substantially, in some cases over 



50 %. While the variance is substantially 
increased, the field costs might be only 
marginally reduced since the workload in 
each PSU is doubled and we might require 
two interviewers as we would in the case 
of 2 selected PSUs. If, however, the inter- 
viewer's workload could be doubled without 
jeopardizing the quality of the interviews, 
then there would be some reductions in the 
cost with fewer interviewers to train and 
lower travel costs. 

iii) If we select 3 or 4 PSUs as in the case of 
allocations 8 to 12 and 13 to 15 respec- 
tively, there are only small decreases or 
increases for Category II Urban but a 
greater tendency for reductions for Cate- 
gory II Rural. For Category III Urban, the 
tendency leans towards reduced variance up 
to 20% (exceptions being allocation 11 and 
12) but for Category III Rural, the reduc- 
tions vary from a negligible 3% in the case 
of allocation 11 and 12 to about 30 %. The 
interview costs would likely increase sub- 
stantially either through increased travel 
between more PSUs which would result in 
larger areas to cover or through an in- 
crease in the number of interviewers in 
smaller areas and smaller workloads for 

each, thus increasing the training and 
interviewer control costs. 

iv) If, in the extreme case, we select every 
PSU in each stratum, the reductions in the 
variance for Category II Urban and Category 
III variables are large (e.g., 45% reduc- 
tion for Category III in the rural area). 
The effect on Category I variables and 
Category II in the urban areas is minimal 
(less than 8 %). If we had delineated 
strata the size of PSUs, there would per- 
haps have been a larger reduction than in- 
dicated in this paper. For the philosophy 
behind the delineated strata is to make 
them as distinct as possible while PSUs 
should be as much alike as possible. 

v) Despite the rather severe constraint of a 
fixed overall sample size with varying 
weights by stages but with delineated 
strata and units unchanged, many interest- 
ing and important results were revealed. 
The data of Tables 2 and 4, and the vari- 
ance function in terms of weights could be 
further utilized to determine the variance 
for the requirements of reducing or in- 
creasing the total sample size, examining 
various strategies of reduction or increase 
of the number of selected units at the 
different stages of selection. 

6. VARIANCES OF CHARACTERISTICS AND SIZES OF 
UNITS 

Just as in Section 5, we examined the changes in 
the variances as the allocation of the sample by 
stages (maintaining or fixed overall sample size 
and the same delineated units and strata), we 

can examine the changes in the variances as the 
average sizes of the units are altered (main- 

taining the same strata and sampling rates by 
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stages). In a similar manner employed in Section 
5, the average sizes of the units are halved or 
doubled in such a manner that a lower stage unit 
would never be smaller than a higher stage unit. 

Using #2 in the methodology, V was obtained for 
different average sizes of for for r = 1, 2, and 
3 while Po and P4 are fixed. The results are 
presented in Table 4. 

Analysis of Table 4 

It can be seen that only marginal improvements 
are observed for any strategy of altered sizes of 
units and they are largely confined to the case 
of changed segment and cluster sizes. When the 
PSU size is doubled, however, the rural estimates 
are shown to possess an increase in variance up 
to almost 20% for Category I variables and almost 
40% for Category III variables. In the case of 
Category III variables with high measures of 
homogeneity for most sizes of units, any increase 

in the average size of units will tend to in- 
crease rather than decrease the variance even 
while maintaining the fixed overall sample size. 
From the observed large between PSU variance of 
rural Category III variables, one would expect 
some substantial reductions in the variance of 
these variables if smaller PSUs were delineated 
and twice as many of them were selected. The 

interview costs for smaller PSUs, however, may be 
greater on a per household basis because of the 
extra spread of the sample or the necessity to 
hire extra interviewers to avoid the travelling 
between PSUs. 

General Conclusion 

The analysis of the components of variance per- 
tained strictly to the current LFS design. How- 
ever, the methods can be easily adopted to any 
multi -stage sample design similar to the above, 
such as the revised LFS design. Only one sur- 
vey's data was used in this article and it ap- 
pears that the allocation of the sample by 
stages and the size of delineated units are near 
optimum values for the given sample size. How- 

ever, the cost function for changes in the 
weights and /or sizes of units was not taken into 
account so that one cannot draw fully certain 

conclusions about the optimum properties of the 
sample design. To monitor the sample design for 
its efficiency in terms of allocation and size 
of units continuously in a continuing survey 
where growth and features are constantly changing 
it is recommended that components of variance be 

obtained four times per year across Canada with 
special runs for smaller areas where problems are 

occurring. 
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Table 1: Average Design Effects by Category (no. 

of characteristics in brackets *) for 
Canada Urban and Canada Rural 

Category Canada Urban Canada Rural 
1 .864 (2) .989 (2) 

2 1.141 (9) 1.529 (10) 

3 2.310 (8) 3.018 (7) 

* with only one exception, the category of the 
characteristic was the same in urban and rural 
areas 

Methodology For The Study 

As mentioned earlier, the variance components 
were estimated by the Yates - Grundy formulas [9], 

also quoted in Fellegi [1] and the approximate 
variance function in terms of weights and popu- 
lation variances, developed in more detail by 
Gray [3] and [4] is given by: 

V (P Wr 1)ar:r -1/ (1) 

(1 - 
r -1 /Pr) 

= rth stage component of variance, where 
p = total population 

pr = average size of rth stage unit 

Ws = average weight for sth stage units within 
(s -1)th stage units 
was defined in the text. 

If the strata and sampling units at all stages 
remain fixed as in Table 3, then 

r -1 

V a II W '(W -1). Although the variance esti- 

r s =1 
s r 

mates were obtained using the appropriate in- 
dividual and joint selection probabilities, the 
variance function was developed on the assumption 
that the average f.p.c. rFP 

= -1 /(Nr:r -1 - 1), 
where 

Nr:r -1 
is the average number of 

rth stage units per (r -1)th stage unit. 

To study the changes in the variances as the 
sizes of the units are changed, but maintaining 
fixed household and strata sizes, as in Table 4, 
the population variance function was derived 
below.-.2 2 {[1+(N -1) ] 

r:r -1 4:r 4:o 4:r 4:r 

- 
1[1 -1- 

1)754r 
-10 (2) 

where Ns :r = average no. of sth stage units per 
rth stage unit. 

Estimates of :r were obtained from June, 1973 
data and interpolated by the reciprocal of the 
average size of units as different sizes of 
units at various stages were considered. 

Table 2: Average weight (wt.), size of unit; percent component of variance %, design effect F, and mea- 
sure of homogeneity by stage of sampling for Canada by type of area and by Category of vari- 
able (June, 1973). 

Type of Area, 
Stage of Sampling 

Aver. 
Wt. 

Aver. 
Size 

Urban, 0 1.00 16,053 

1 6.52 1,232 
2 1.24 492 
3 4.36 34.9 

4 4.16 2.33 

Rural, 0 1.00 24,180 
5.98 2,020 

2 2.77 332 

3 3.53 17.9 

4 2.47 2.27 

Category I 
% 

Category II 
F 

Category III 
% F 

6.08 1.385 .0013 10.49 3.736 .0044 33.57 21.71 .0249 

1.87 0.958 .0044 3.81 2.818 .0129 8.80 13.70 .0646 

11.12 0.562 -.0235 17.58 1.113 .0169 13.46 1.718 .0807 

80.95 1.002 1.0000 68.07 1.061 1.0000 44.18 1.339 1.0000 

11.10 3.035 .0037 14.44 6.801 .0056 37.17 29.75 .0214 

5.63 0.673 .0036 20.79 4.084 .0242 19.17 7.616 .0488 

24.49 0.859 -.0091 18.20 0.946 .0055 13.93 1.473 .0530 

58.78 0.930 1.0000 46.57 1.036 1.0000 29.73 1.273 1.0000 
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Table 3: Variance/Present Variance using different allocation of weights while maintaining current 
overall weight 

Sample Allocation Category I Category II Category III 
Alloc. PSUs/ Seg/ Clus/ Hhld/ 
No. Str PSU Seg Clus Urban Rural Urban Rural Urban Rural 

1) *(2) * * * 100.00 100.00 100.00 100.00 100.00 100.00 
2) * .5* 2* * 106.35 99.13 114.45 125.34 141.46 124.49 
3) * .5* * 2* 95.17 93.31 115.71 119.06 114.95 123.71 
4) * * .5* 2* 88.82 94.18 101.26 93.71 103.49 99.21 
5) * * 2* .5* 105.59 102.91 99.37 103.41 98.26 100.39 
6) .5 *(1) * 2* * 105.74 109.28 110.97 130.94 144.45 158.30 
7) .5* * * 2* 94.56 103.46 112.22 124.65 147.93 157.51 
8) 1.5 *(3) 2/3* * * 100.20 96.62 101.17 98.13 99.04 88.71 
9) 1.5* * 2/3* * 98.08 96.33 96.35 106.57 85.21 96.87 

10) 1.5* * * 2/3* 101.81 98.84 95.93 91.78 84.05 80.81 
11) 1.5* .5* 4/3* * 102.32 96.33 105.99 106.57 112.87 96.87 
12) 1.5* .5* * 4/3* 98.59 94.39 106.41 104.48 114.04 96.61 
13) 2. *(4) .5* * * 100.31 94.93 101.74 97.20 98.51 83.10 
14) 2.* * .5* * 97.13 95.36 94.52 84.53 77.78 70.85 
15) 2.* * * .5* 102.72 98.27 93.89 87.68 76.03 71.25 
16) all .5* .5* (a) 100.43 94.05 92.44 80.56 67.38 55.81 

Number of PSUs selected per stratum in brackets 

(a): W4 = 6.78(U); 3.69(R) 

*: Means current sampling ratio of selected units within units at the next lower stage on an average. 
all: Means that there is no sampling of units at a particular stage, i.e. all units are selected. 

Table 4: Variance /Present Variance for different size of units by stages of sampling (strata unchanged) 
and the same weights applied at each stage as currently 

Sizes of Units 
Strategy Compared to Current Category I Category II Category III 
Number Seg Urban Rural Urban Rural Urban Rural 

1 1.*(2) 1.* 1.* 100.00 100.00 100.00 100.00 100.00 100.00 
2 1.* .5* 1.* 99.258 100.242 98.190 91.136 94.980 91.472 
3 1.* 1.* .5* 108.168 105.923 102.586 105.329 100.622 102.212 
4 1.* 2.* 1.* 100.793 99.936 101.777 101.790 105.131 101.733 
5 1.* 1.* 2.* 98.526 99.177 100.106 98.913 100.465 99.889 
6 1.* .5* .5* 107.937 106.560 101.109 96.789 95.747 93.865 
7 1.* .5* 2.* 97.784 99.548 98.356 90.221 95.444 91.360 
8 1.* 2.* .5* 108.307 105.693 103.318 106.073 103.083 103.003 
9 1.* 2.* 2.* 100.193 99.064 103.803 102.746 111.092 103.396 

10 2.*(1) .5* 1.* 98.568 112.633 104.214 99.607 98.400 127.782 

11 2.* 1.* .5* 107.393 118.124 108.082 113.193 103.488 137.958 
12 2.* 2.* l.* 100.017 111.678 106.289 109.131 107.997 137.029 

13 2.* 1.* 2.* 97.750 111.376 105.617 106.971 103.327 135.636 
14 2.* .5* .5* 102.809 118.950 107.132 105.259 99.173 130.170 
15 2.* .5* 2.* 97.094 111.809 104.378 98.712 98.861 127.750 
16 2.* 2.* .5* 107.531 117.436 107.873 113.415 105.949 138.300 
17 2.* 2.* 2.* 99.417 110.806 108.372 110.088 113.849 138.693 

A * means A times as large as current average size. 
No. of selected PSUs per stratum in brackets 
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RELIABILITY OF PATIENT RECALL OF EVENTS IN A CANCER EPISODE 

Lincoln Polissar, Linda Styron, Anita Francis 

Fred Hutchinson Cancer Research Center, Seattle, Washington 

1. INTRODUCTION 
Multiple sources of information have been com- 

pared to determine the accuracy of patient inter- 
view responses to questions on events in episodes 
of cancer of the colon or rectum. In section 4 
we summarize the types of discrepancies found be- 

tween the patient interviews and the other sour- 

ces. This report is a part of an ongoing study 
of the patterns and care received by cancer pat- 
ients in the health care system (1.). Informat- 

ion has been gathered concerning the dates of on- 

set of symptoms, first contact with a doctor, sub 

s e quent visits to medical providers, and surgery. 
Data have also been gathered on costs associated 
with the cancer episode. 

2. SOURCES OF DATA 
Interviews were conducted with a panel of per- 

sons residing in King County (including Seattle) 
who were diagnosed during 1975 as having cancer 
of the colon or rectum, The first interview occ- 
urred just after treatment, Followup interviews 
were held every three months up to one year's 
duration after treatment. The interviewers rec- 
orded the patient's responses to questions on the 
number of medical contacts and on the dates and 
doctors associated with each contact. 

Some of the patients permitted us to see 
their medical bills and insurance reports relat- 
ing to the illness. These bills and reports in- 
cluded dates of medical contacts (referred to 
hereafter as "contacts ") and doctor's names. 
For other patients we received dates of contacts 
and doctors' names from the claim records of a 
large third -party insurer or from the medical 
records of a prepaid group practice. These sourc 
es served as an excellent source of comparison 
for the patients' recall of contacts as reported 
in the interviews. Another source of information, 
used mainly for checking demographic data suppli- 
ed by the patients, was tumor registry records. 

In all, data from these sources could be com- 
pared on a maximum of 72 patients. The number of 
patients and contacts included in calculations 
shown in the tables below varies according to the 
number of missing values for the variables invol- 
ved. 

3. METHODOLOGY 

Information regarding contact dates and doc- 
tors were compared between medical bills and coded 
interviews for the period from first visit to a 
doctor up to discharge from the hospital after 
surgical treatment. We considered the medical 
bills to be the more reliable source, so that a 
difference between bills and interview report 
was counted as an error in the patient's recall 
of the event. It is also possible that coding 
and keypunching of the data may have introduced 
errors, but this appears to be minimal, as we 
shall point out later. 

Each contact recorded on the medical bills was 
compared to contacts on the coded interviews. Any 
date or doctor differences between the two sources 
was noted. We also noted contacts which the pat- 
ient failed to report, as well as extra, fictit- 
ious contacts reported by the patient. A report- 
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ed contact could be considered fictitious only 
if the set of bills did not include the contact 
and the bills were known to be very complete for 
the period including the alleged contact. 

A methodological problem in comparing the two 
contact records is that we could not link some 
contacts that perhaps should have been linked. 
An example will illustrate this. A patient repo- 
rts seeing Dr. Early on February 4. A complete 
bill record shows that, by that date, the patient 
had not seen Dr. Early for a month, was now see- 
ing Dr. Late, and there was no contact with Dr. 
Late on February 4. In reality, the patient may 
have been thinking of the events during a visit 
with Dr. Late on February 18, but gave the wrong 
name and was in error on the date by two weeks. 
Our coding system would label the February 4 
contact as fictitious, and would code an unmatch- 
ed bill contact on February 18 with Dr. Late as 
missed by the patient. From one point of view, 
this coding scheme acceptably represents the 
error. Alternative coding schemes, however, could 
be formulated. 

In some cases, the bills covered only certain 
periods or certain doctors, so that comparisons 
could not be made between bills and interviews 
for some number of contacts. One of us evaluated 
the degree to which the bill record covered the 
period of interest for each patient (table 1.). 
83% of the patients had bills with medium to good 
coverage. 

TABLE 1 

COVERAGE OF CONTACTS BY MEDICAL BILLS 

Completeness Number 
of coverage of patients 

Good 41 57% 
Medium 19 26% 
Poor 12 17% 

72 100% 

4. RESULTS 
4.1 Accuracy in reporting numbers of contacts. 

Bills and interviews could be compared for 72 
patients who reported 478 contacts in the aggre- 
gate. Among the 478 contacts, 415 (87 %) could be 
compared between bills and interview to find dis- 
crepancies. The remaining 63 contacts were report- 
ed by the patients for periods not covered by our 
bill records. 

Table 2 summarizes the types of between -source 
discrepancies found by comparing bills and inter- 
views for the 343 contacts with doctors. (Hospital 
admissions are not included in table 2). 

The most serious error reflected in Table 2 is 

the proportion of contacts not reported by the 

patients. Among the 310 contacts which were lis- 

ted on the bills and thus appear to be bona fide, 

98 (32 %) were not reported by the patients. 
Almost half (45/98) of contacts not reported 

by the patients were referrals by a doctor for a 

single contact with an outside specialist (Table 

3). Most often this specialist was a radiologist. 



TABLE 2 

RESULTS OF COMPARING BILLS AND INTERVIEWS 
FOR 343 CONTACTS WITH DOCTORS 

Patient and bills agree on date 74 22 

Patient and bills disagree on 
date 121 35 

Fact of contact verified by bills, 
patient did not know date 17 5 

Patient did not report contact 98 29 

Sub -total, contacts listed on 
bills (310) 

Fictitious contact reported by 
patient (inconsistent with 
bills). 33 10 

Total 343 101 

Such contacts may be forgotten due to the brevity 
of the doctor -patient involvement and the fact 
that the patient usually hears the results of the 
visit at a subsequent visit with his own doctor. 

TABLE 3 
CONTACTS NOT REPORTED BY PATIENTS 

Single contact referrals 45 46 

to radiologist 24 

to internist 
to GP or family 

12 

Practitioner 4 

other 4 

45 

Other contacts 53 54 

Total 98 100% 

Another possible reason for some of the large 
number of missed contacts may be the difficulty 
of matching some of the bill and interview con- 
tacts. As mentioned above, some contacts may 
have been reported by the patient with a wild 
date and incorrect doctor, leading us to code a 
single error as two errors: one missed contact 
(an unmatched contact on the bills) and one fic- 
titious contact (an unmatched contact on the in- 
terview which is inconsistent with the bills). 
Therefore, if the 98 unreported contacts are re- 
duced by 33 - the number of fictitious contacts - 
the remaining 65 "unreported" contacts are 21% - 
rather than 32% - of the 310 contacts listed on 
the bills. 

For each patient we calculated the difference 
between the number of ficitiious contacts and the 
number of unreported contacts. A difference of 
zero indicates that the patient has recalled the 
correct total number of contacts. We classified 
the patients into those who did and those who 
did not report the correct number of contacts. 
The relationship between various factors and per- 
cent of patients reporting the correct number of 
contacts is shown in table 4. The correct number 
of contacts wasseported more frequently in longer 
interviews, for patients whose responses the int- 
erviewers felt were more reliable, in cases where 
there were fewer contacts to report, and in inter- 
views taking place outside of the hospital. (The 
interviewers had previously commented that the 
patients were more receptive and alert outside of 
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the hospital, when they had recovered from medic- 
ation and the trauma of the surgery.) Patients 

age, sex, education, and occupation did not aff- 

ect the accuracy of reporting number of contacts. 
Table 4 also shows no difference between inter- 

viewers in per cent of patients reporting the 

correct number of contacts. 

TABLE 4 
FACTORS ON PERCENT* 

REPORTING CORRECT NUMBER 
OF CONTACTS 

Category N/N 

EFFECT OF SELECTED 
OF PATIENTS 

Factor 

< 1 hr. 13/37 = 35% 
Interview time 

> 1 hr. 9/17 = 53% 

Interviewer A 9/23 = 39% 

13/33 = 39% 

Interviewer's Good 15/30 = 50% 
assessment of Fair 5/19 = 26% 
reliability Poor 2/7 = 29% 

Total contacts 1 -4 6/9 = 67% 
5 -8 12/31 = 39% 
9+ 4/16 31% 

Place of interview Hospital 4/13 31% 
Home, other 18/43 42% 

Total 22/56 = 39% 

* 100 x (patients with correct number) 
(all patients in category) 

4.2 Accuracy in reporting dates of contacts. 
Another statistic used to measure the reliabil- 

ity of the interview data is the difference, in 
days, between the patient- reported date and the 
bill date for a particular contact. Table 5 shows 
that, while the date differences range widely, 
86% of the differences are within one week. Among 
the contacts with non -zero differences, 77% have 
differences within one week. Note, also, that the 
differences are quite evenly divided about zero 
(the median difference is zero.) 

TABLE 5 
DISTRIBUTION OF TTME DIFFERENCES BETWEEN BILL 

RECORD AND PATIENT REPORT OF CONTACTS* 

DIFFERENCE IN DAYS (Bills NUMBER OF 

Minus Patient Report) CONTACTS 

-22 or more negative 5 3 

-15 to -21 3 2 

-8 to -14 7 4 

-1 to -7 44 23l 

0 74 38) 86% 

1 to 7 48 25 

8 to 14 8 4 

15 to 21 2 1 

> 22 2 1 

Total 193 101% 

Maximum = 34 
Minimum = -90 
Median = 0 

*Includes Hospital Admissions 



Recall of dates for early events in the can- 
cer episode was generally less accurate than for 
later events (Table 6). The standard deviation 
of date difference decreased from the earliest 
verifiable event, the first contact with a doc- 
tor, to later events. This is also reflected 
in the increase in the percent of differences 
of one week or less. It is worth noting, how- 
ever, that a number of patients (12/72) could 
not recall their hospital discharge date. The 
dates reported by the patients for the events 
in Table 6 were dispersed evenly about the bill 
date. The median differences are all trivially 
different from zero. 

TABLE 6 
DIFFERENCES BETWEEN PATIENT REPORT 
AND BILL RECORD FOR SOME KEY 
CONTACTS IN THE CANCER EPISODE 

% of 
differ - 
entes 

Median Std. The No. of 
difference Dev. week differences 

First visit 
to doctor -.2 days 21.6 76 55 

Referral to 
surgeon .1 8.9 88 48 

Hospital 
admission .0 3.9 99 71 

Surgery .0 2.1 96 70 

Hospital 
discharge .0 1.9 100 59 

4.3 Accuracy in identifying doctors. 
We checked to see how accurately we could 

identify certain doctors from information sup- 
plied by the patient. The patients could some- 
times supply only the doctor's last name or 
were uncertain of the spelling of the name. The 

coder would have to attempt to more fully ident- 
ify the doctor from various physician direct- 
ories. We compared the result of this process 
with the doctor's name given on the bills. For 

19% (11/17) of the patients, the first doctor 
seen was not identified correctly. The error 
in identifying the surgeon - the doctor whom 
we usually contacted for permission to call the 
patient and whose name we knew accurately - was 
only 3% (2/67), and probably indicates the level 
of error in coding and keypunching. 

4.4 Accuracy in reporting demographic data 
We were able to check three demographic var- 

iables by comparing hospital records and the 
interview responses for marital status, race, 

and age. (Interviewer's estimate of race was 
used for coding race in the interview). For 
marital status and race, the differences were 
minor (Table 7). There were a large proportion 
(51 %) of age differences between the two sources. 
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However, only one difference was as much as two 
years and all of the remaining differences were 
one year. Age differences occurred more common- 
ly among the elderly. 

TABLE 7 

AGREEMENT BETWEEN PATIENT /INTERVIEWER 
REPORT AND HOSPITAL RECORD FOR THREE 

DEMOGRAPHIC VARIABLES 

VARIABLE 

Marital Status 

Race 

Age* 

Age < 65 
Age > 65 

CATEGORIES 
USED IN 
COMPARING 

Married, single 

White, Non -white 

Single years 

Single years 
Single years 

% AGREEMENT 

57/58 = 98% 

55/56 = 98% 

29/59 49% 

19/32 59% 
10/29 34% 

4.5 Effect of probing vs. brief interview 
The effect of style of interviewing on res- 

ponse could be compared for several items (Table 
8). In one interview situation a number of top- 
ics were covered briefly, including cost of care. 
In the second situation, one of the authors int- 
erviewed the patients in depth about cost and 
factors related to it. In this second interview 
the patients usually provided bills which allow- 
ed an accurate assessment of cost items, but if 
bills were not available, the interviewer asked 
a number of probing questions about cost. The 
differences in responses between the interviews 
were, more often than not, due to the probing 
interview finding a less desirable situation 
than the brief interview. That is, the probing 
interview found more hospital admissions, more 
impact on family finances, and larger amounts 
for the hospital bill and out -of- pocket costs. 

In many of the cases where there was agree- 
ment between the two interviews on two of the 
cost items (amount of hospital bill and surgeon's 
fee), the patients were referring to the same 
bill for their responses in both interviews. The 

low percentage of agreement (21 %) between inter- 
views on the out -of- pocket cost is probably due 
to the lack of a single bill which covered this 
cost and which the patient could refer to. In 
fact, of the 75 patients who were asked about 
out -of- pocket costs on both interviews, 22 (29 %) 

would not hazard even a guess in response to this 
question. This under -reporting of cost is also 
reflected in the small denominators for the cost 
and finance items in table 8. Potentially, there 
were 75 respondents, and the attrition is due 

to "don't know" responses on the brief interview 
or to our being unable to obtain the probing 
interview. 



TABLE 8 

COMPARISON OF RESPONSES TO A BRIEF INTERVIEW AND TO A PROBING INTERVIEW 

ITEM COMPARISON OF RESPONSES 

Number of hospital 
admissions 

Probing more admissions than brief 11 15 

Same 60 85 

Brief more admissions than probing - 

71 100% 

Impact of cancer 
episode on family 

finances 

Probing more impact than brief 

Same 

6 

35 

14 

81 

Brief more impact than probing 2 5 

43 100% 

Amount of hospital 
bill 

Probing > brief 14 35 

Probing brief 19 48 

Brief < probing 7 18 

40 101% 

Amount of surgeons 
fee 

Probing > brief 5 16 

Probing = brief 22 69 

Probing < brief 5 16 

32 101% 

Patient's out -of- 
pocket cost for 
cancer episode 

Probing > brief 

Probing brief 

11 

5 

46 

21 

Probing < brief 8 33 

24 100% 
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5. SUMMARY 
Patient interviews and other sources of data 

have been compared to determine the reliability 
of the interview data. Patients tended to for- 
get some of their contacts with their doctors 
and, to a lesset extent, to report fictitious 

contacts. Single- contact referrals to a spec- 
ialist accounted for half of non -reported 
contacts. When patients did report events, 
they reported the dates of occurrence fairly 
accurately. Demographic characteristics of 

the patients did not affect the accuracy of the 
reports, while some of the interviewing -related 
characterisitcs did. Accuracy of reporting 
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decreased as time between event and interview 
increased. Age, race, and marital status were 
reported with acceptable accuracy. A probing 
interview technique uncovered higher costs 
and impact of the cancer episode than a brief 
interview did. Under -reporting was a problem 
in obtaining cost data. 
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SPURIOUS CORRELATION AND SOCIAL SCIENCE RESEARCH: THE EFFECT OF USING RATIO VARIABLES* 

James E. Prather, Georgia State University 

The theoretical and analytical treatment of 

what Pearson (1897) called "spurious correla- 

tion" has import in and of itself. However, to 

illustrate its impact upon actual research appli- 
cations is the intent of this paper. Lacking 

empirical antecedents showing the practical 

implications of spurious correlation, the mathe- 

matics of spurious correlation is but an aca- 

demic exercise. This paper presents examples 

which clearly illustrate that research models 
which contain deflated variables (whether called 

percentages, ratios or per capita measures) are 

not inconsequential or transparent data trans- 

formations. It will be shown that deflation 

does change the assumptions about the model an 

investigator is using. 
The first section of the paper contains a 

brief introduction of the mathematics of the 
spurious correlation, of which a detailed treat- 
ment may be found in Prather (1975). The next 

section consists of a collection of empirical 
examples of how ratio variables have been dealt 

with in the social sciences. Schuessler (1974) 

describes the way ratio variables are used in 
social research, but this paper aims at looking 
beyond correlation of variables pairs, toward 

analyzing the model specification process, i.e., 

the role of ratio variables in the structure of 

the analytic approaches often employed by social 
scientists. 

CALCULUS OF SPURIOUS CORRELATION 
The "spurious" correlation question, as 

developed by Pearson (1897), was that, given 
a X/Z 
b = Y/Z 

and even if X, Y, and Z are stochastically in- 

dependent, then, 

E(rab) # O. 

This non -zero expected correlation has troubled 
observors in the decades since Pearson's exposi- 
tion, and the practical import of spurious cor- 
relation has often been debated without satis- 
factory resolution. 

It is the thesis of this paper that spurious 
correlation is a result of poor statistical 
model construction. The specification of linear 
models to include nonlinear, multiplicative vari- 
ables expressed as ratios, percentages, or per 

capita measures is often not the product of 
theoretical demands, but rather a lack of appre- 
ciation for the purpose of the linear model. 
Thus, the remainder of this section focuses upon 
the deflation question from the least squares 
(regression) perspective. 

The use of analysis models with deflated 
variables is found throughout social science 
literature. The models most frequently employed 
take a form similar to the following: 

Y/Z = a + b 1 X1 /Z + + bn Xn /Z + e/Z (1) 

where Y, Xl, . . Xn and Z are fixed measures 
and e is random. If equation (1) is expressed in 
its undeflated form, then: 

Y = a Z + bl Xi + . . . + bn Xn + u. (2) 

It is noted that equation (2) lacks a constant 
term. If the aim is to correct for a disturbance 
term with a multiplicative factor, i.e., e u /Z, 
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then the deflation of (2) to yield (1) will 
result in best, linear unbiased estimators 
(BLUE), given that the other assumptions of the 
linear model are met (Johnston, 1972, p. 122). 
If the problem is that Var (u) = then the 
more reasonable deflated equation would be, 
Y/Z = A/Z + bl X1 /Z + . ..+ bn Xn /Z + e /Z. (3) 

This specification is given by Johnston (1972, 

p. 216) to correct for heteroscedastic disturb- 
ances. Belsley (1974) has noted that the care- 
less specification of the constant term, such as 
found in (1) can lead to inefficient, if not 
biased, estimators. Also, if the measures Y, 
X's and Z are stochastically independent, the b's 
will not have expected values of zero, i.e., 
E(bl), . E(bn) O. However, in equation 
(2) the null values for the b's would be zero 
(Prather, 1975). 

Deflation may be viewed as an application of 
generalized least squares (GLS) or, more speci- 
fically, the type of GLS labelled weighted least 
squares. Equation (3) is in the form of GLS, 
where the deflation is for purposes of developing 
efficient estimators for equation (21. Belsley 
(1972) argues that if Var (u) Z , then de- 
flation is not appropriate in that it will result 
in inefficient estimators if Z is fixed, and if 

Z is random, then spurious (bias) correlation is 
likely to be introduced. 

There is a debate in the social sciences as 
to whether equation (1) is a structural model (a 

causal model), or just "fitting" an equation. 
The structural equation debate about ratio 
measures is a long standing one that has genera- 
ted more emotional reaction than enlightenment. 
(Freeman and Kronenfeld, 1973; Fugitt and Lieber - 
son, 1974; Schuessler, 1974). It is hoped that 
the following examples will demonstrate that 
deflation used for theoretical reasons is not as 
straightforward as some have maintained. 

EXAMPLES 
Professor Neyman has, for several decades, 

warned researchers of the pitfalls of ratio vari- 
ables: 

In more modern times, spurious methods 
of studying correlations were involved 
in a great variety of empirical research; 
in astronomy, in farm economics, in 
biology, the study of elasticity of 
demand, in the problems of drunkenness 
and crime, of railroad traffic, and of 
racial segregation. On occasion, they 
were used in arguments about public 
policy matters. This applies to the 
health -pollution literature (Neyman, 

1973, p. 31). 

The following examples are presented with the aim 
of noting how deflation impacts on model specifi- 
cation itself. The implicit goal of each of the 
following examples is to increase the cumulative 
knowledge of these fields, freeing them from 
methodological questions of spurious correlation 
which interfere with the substantive pursuits of 
the discipline.' 



Interstate Commerce Commission and Railroad Cost 
Studies. A case where deflation had policy 
implications may be found in the railroad cost 
studies performed for the Interstate Commerce 
Commission (ICC). Neyman (1952) made note of 
these data describing them as a possible example 
of deflated variables that could be misspecified. 
Neyman critiqued (pp. 151 -154) the use of con- 
structing railroad cost models with miles -of- 
track as a deflator. He expressed amazement 
that no one objected to this model. 

It was not until 1972 that Griliches pub- 
lished a critique of deflated equations in cost 
studies. This example emphasizes the importance 
of the deflator used in a railroad cost model. 
Griliches (p. 29) pointed out that "it is very 
difficult to proceed to a discussion of the cor- 
rect measurement of 'percent variable' unless it 
is possible to agree on which percent variable 
one is interested in- -which 'average,' for what 
railroads, and at what traffic density." 

The Griliches analysis reviewed the Cost 
Section's model, which contained these compo- 
nents: total costs (C), total gross ton -miles 
(X), and miles of track (M), the deflator. 

Griliches commented that, "to use deflation to 

eliminate the size component, one must assume 
that miles of road are in fact the relevant size 
measure and that the cost relationship is homo- 
geneous in output and size, i.e., that there are 
no costs which are independent of size" (p. 31). 

The cost section used this model: 
C/M = a + bX /M. (4) 

Griliches noted, however, that this assumed the 
undeflated model to be 

C = + bX. (5) 

But Griliches proposed this model: 
C= +bX +c, (6) 

and by deflating: 

C/M = a + bX /M + /M. (7) 

"The assumptions underlying the Cost Section 
procedure imply that the coefficient is 

'significant' while the coefficient c is insig- 

nificantly different from zero" (p. 32). 

Griliches then fitted the equations using 
data from 97 railroads with the variables which 
are averages for the 1957 -1968 period. The 
standard errors of the estimators for M in equa- 
tions (6) and (7) showed that since the estima- 
tor for M is "insignificant," there is no evi- 
dence that M belongs in the equation. This is 

because the total miles of road variable is a 
poor measure of the "size" of the railroad. 
Obviously, division by an irrelevant variable is 

unneeded. Griliches then considers the problem 
of using deflation for stabilizing transforma- 
tions. "Since the argument for any deflation 
must be made on efficiency grounds, it is not 
unreasonable, other things being equal, to pre- 

fer that procedure which yields the highest 
precision (lowest standard error) in estimating 
the parameter of interest (percent variable)" 
(p. 34). 

Crime and Arrest Data Expressed in Ratios. 

Spurious correlation has involved not just 
simple mathematical relationships, but it also 
has involved the foundations of some research- 

ers' arduous work, combined with their personal 
perceptions. illustration of conceptual 
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needs exceeding a linear model is found in Logan 
(1971a, 1971b, 1972) who studied the relation- 
ship between crime (C), population (P), and 
arrests (A), focusing upon the correlation 

rC /P,A /C Logan spent a whole chapter (pp. 102- 

116) justifying his correlation of ratio vari- 
ables. The correlation rC /P(A/C.C), the Pearson 

formula, and a data simulation were employed. 
Logan wrote: "in summary, the correlations 
obtained between certainty of imprisonment and 
crime rate cannot be explained as spurious, in- 
dexical artifacts" (1971a, p. 111). It is 

interesting that Logan's model is expressed: 
C/P = a + bZ /C + e. 

Note that the variable of prime interest-- crime -- 
cannot be expressed in this model in a manner 
where it does not appear on both sides of the 
equation. If the Logan Model were given as the 
formulation, 

C/P = a/C + bA /C, 
then it could be reexpressed as, 

C2 + aP + bAP. 
This is certainly not what Logan had conceptual- 
ized nor would he be likely to be willing to 
accept such a peculiar model. 
Crime and Population Density. The consequences 
of careless deflation can have policy implica- 
tions contrary to what appropriate analyses might 
imply. An example of this possibility is a re- 
cent newspaper headline -- "Crime Linked to Popu- 
lation Density " -- (Thornton, 1974), which reported 
a study by Kvalseth (1974), to the effect that, 
"the negative relationships between crime rates 
and population density established in the present 
study are highly conclusive and statistically 
significant as determined by both the multivari- 
ate regression analysis and simple correlation 
analysis" (Kvalseth, 1974, p. 31). A look at the 
model used might lead us to doubt his conclusion: 
R/P = a + bA + cA /P + X1 /P + ...+ bn Xn /P + e, 
where robbery incidents (R), square acres (A), 

total population (P) and X's represents addi- 
tional exogenous variables (all deflated) and 
their estimators. The estimator b is always 
negative, and the estimator c is always positive. 
The correlation rA,Jp would be expected to have 
a high value which introduces the problem of 
multicollinearity, as the author noted (p. 34). 

This leads to inefficient estimator variance and 
possibly unstable estimators (Deegan, 1972). 
This may account for the significant t -test of 
the estimator c. Another model used by Kvalseth 
(1974, p. 17), reveals yet another deflation 
problem in which acreage in commercial use (C) is 

found: 
R/P = a + b (A/P) (C /A) + e. 

That expression (A /P) (C /A) equals C/P is obvious, 
simply showing the R2 of .73 with robbery is 
indicative of commercial use being related to 
robberies. However, Kvalseth claims that the 
results ". . . indicate again the substantial in- 
fluence exerted on the robbery rate in an area by 
its population density ." (p. 17). 

The general problem of how to conceptualize 
the role of density in theory building was 
reviewed by Lawrence (1974, p. 712): 

While it is difficult to draw firm 
conclusions from the existing meager 



body of data, the balance of 
evidence appears not to support 
any simple causal relationship 
between density and socio -or 
psychopathology. 

Deflation in Economic Models. 
Applied econometricians have long 
been careless in the way they intro- 
duce deflators into linear models 
(Belsley, 1972, p. 923). 
The economics discipline is as advanced as 

any social science discipline in quantitative 
applications to its models. The economics 
literature supplies a number of examples of how 
many economists deal with the problem of defla- 
ted data. 

A recent exchange of journal communications 
provides an example. This controversy over 
deflation was originated by Sato (1971) who 
criticized an article by Vanek and Studenmund 
(1968) for "spurious correlations [which] arise 
because the equation is divided by a variable 
whose value is much dispersed" (Sato, 1971, p. 

625). Studenmund (1974, p. 497) rebutted that 
'sound' theoretical and econometric reasons 
exist that show that the equational forms . . . 

are not subject to spurious correlations." As a 
further defense, Studenmund cited, from Sato's 
work, a model in the form of equation (3): 

Y/Z a/Z + Y/Z + e /Z. 
Studenmund (p. 497) comments on the Sato model: 
"As can be clearly seen, Sato's equation is -- 

according to his own technique --just as subject 
to spurious correlation as are those of our 
article because both sides of his equation are 
divided by [Z]." Studenmund uses as his refer- 
ence the Kuh and Meyer (1955) work. 

Sato (1974) replied to Studenmund (1974) by 

defending his own model specification and re- 
emphasizing that the Vanek and Studenmund (1968) 

effort was amiss because " . . . as the growth 
rate appears on both sides of the equation, it 

is subject to spurious correlations in a high 
degree" (p. 499). Further, Sato argues that the 

Incremental Capital -Output Ratio (referred to as 
Y/Z above "is a single variable in theory, [but] 

it is derived in fact as a ratio of the invest- 
ment share to the growth rate" (p. 499). Sato 

(p. 500) also argues that Vanek and Studenmund 
have used a deflator that is "largely stochas- 
tic." Sato concluded that "I believe that my 
results do not suffer from spurious correlations 
in spite of the Studenmund argument to the 

contrary" (p. 502). 

In summary, from this exchange, it is 

readily apparent that deflation ear se was not 
causing spurious correlation. Rather, all the 

authors seemed to express little if any aware- 
ness of what deflation does to their models, 
although Sato cites Kuh and Meyer's (1955) 

observation that a random deflator is of more 
concern than one that is non -random. 
Administrative Intensity. In the field of 

management, one area of study that has treated 
the problem of using ratios at length is the 
analysis of administrative intensity (Freeman 
and Kronenfeld, 1973, and Freeman, 1973, p. 761). 

The problem was first noted by Akers and Campbell 
(1970), and Freeman and Kronenfeld devoted an 
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entire article to the problem, calling it one of 
"definitional dependency." The frequently used 
model is that of 

A/T = a + bT + e, 
with numbers of administrators (A) and total 
employees including administrators (T). Infla- 
ting by T, it becomes 

A= aT + bT2 + eT. 
Akers and Campbell looked at the model as being 

In(A) = a + b ln(T) + e. 
They used a sample of 197 national membership 
associations and compared the numbers of staff 
members with the numbers of total members in the 
associations. Their equation was (p. 246) as 

follows: 
1N(A) = 1.974 + .784 ln(T) 

with R2 .686. The authors noted that the 

elasticity (slope) of .784, "fall[s] short of a 
perfect proportional relationship between mem- 
bership and staff size. Staff size increases 
with organizational growth but at a slightly 
decreasing rate" (p. 247). The undeflated data 
was expressed in this equation: 

A = 9.619 + .0012T R2 .692. 

The undeflated model was in need of correction 
for heteroscedasticity, whether through log or 
deflation transformations. Freeman and Kronen- 
feld (p. 119) reviewed the use of the logarithm 
model, but doubted its conceptual rationale. 

The work on administrative intensity by 
Evers, Bohlen and Warren (1976) is an interesting 
case where many types of transformations and 
ratios are used and they result in unexpected 
and most unappealing specifications. However, 
Freeman and Hannan (1975) analyzed organizational 
structure using a model in the form of equation 
(3) with GLS. 

CONCLUSIONS 
If "spurious" correlation were a methodo- 

logical or technical problem, the debate con- 
cerning the subject would have ended decades ago. 
Yet observers, e.g., Sockloff (1976), continue 
to pursue a technical "solution," hoping to 
adjust the Pearson formula of 1897 to yield an 
"exact" measure of the correlation of ratio vari- 
ables. These efforts might be categorized as 
statistical exercises which really cannot answer 
the underlying question of what is the "true" 
correlation. 

The correlation of ratio variables is not 
really a "bivariate" correlation. There are 
three variables in non -linear combinations. The 
constant term of equation (1) must be accounted 
for in one's theoretical and conceptual formula- 
tion. That is, the problem is normative or con- 
ceptual, not statistical. The introduction of 
deflation into a model transforms the model, and 
it is necessary for the researcher to be aware of 
the implications of this transformation. 

There are numerous researchers who would 
strenuously argue that ratio variables are 
"structural" measures, having genuine meaning as 
ratios. Does ear capita income really exist as 
a causal variable? The linear model "fits" 
linear relationships. The implied multiplicative 
functions of ratio variables should be introduced 
into linear models only with the greatest caution. 
When theory requires ratio variables, it is 

advised that the constant term be carefully 



specified and that goodness -of -fit as measured by 
R2 be viewed with caution. Buse (1973) notes 
that the R2 in GLS may be derived in several 
ways --all of which differ from the R2 of OLS. 

If one approach to data analysis is that of 
the "exploratory" mode (recommended by Tukey and 
others) where the objective is to "fit" equations 
using the linear model, then all variables formed 
by division or multiplication should be avoided 
for these reasons: (1) the constant term would 
not be altered; (2) each of the variables can be 
tested (estimated as to their functional rela- 
tionships- -using deflation assumes a proportional 
or non -linear relationship); and because (3) the 
coefficient of determination (R2) is not sub- 
jected to the ambiguity resulting from correla- 
ting ratio variables. 
If heteroscedasticity is thought to be present 
(or is tested for by Harvey's [1976] general 
procedure), then deflation may be a solution for 
achieving efficient estimators. However, the 
double - logarithm transformation deals with this 
source of estimation inefficiency, typically 
better than does deflation (Prather and Hutcheson, 
1976). 

* I wish to thank John D. Hutcheson, Jr., Georgia 
State University, for his helpful comments and 
criticism. 

NOTES: 1) An interesting, but purely historical 
example from the psychology literature is found 
in the debate over the impact of spurious cor- 
relation on the IQ ratio. Relevant studies are 
Thomson and Pinter (1924), Douglass and Huffaker 
(1929), Jackson (1940), DuBois (1948), McNemar 
(1946, p. 136) and Guilford (1965, p. 351). 

Examples of the ratio conundrum in applied 
natural science may be seen in Sutherland (1965) 
who appeared most confused on the question of 
ratio data in experimental research; and Katch 
and Katch (1974) attempted, erroneously, to use 
ratio variables as a form of partial correla- 
tion. 
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A RESPECIFICATION OF VARIABLES IN COHORT ANALYSIS 

Daniel O. Price, University of Texas at Austin 

Some of the basic problems in cohort analysis 
were delineated and a suggested approach was pre- 
sented in Mason, Mason, Winsborough and Poole 
(1973). Some of the same problems were dealt 
with in a somewhat different framework by Riley, 
Johnson, and Foner (1972). The present article 
attempts to deal with the problem of separating 
Age, Cohort, and Period effects in cohort analy- 
sis by respecifying the variables, then presents 
an example of the proposed approach. 

Cohort Analysis. A cohort is a group of individ- 
uals, areas, families, or other units of obser- 
vation that were similar on some specified 
characteristic at some point in time. The most 
frequent usage of the term is as a birth, or age, 
cohort -- those individuals born in a particu- 
lar year or time period. However, one might have 
a marriage cohort made up of all individuals who 
were first married during a certain year, a labor 
force cohort made up of all individuals who first 
sought work during a certain year or time period, 
or even a census tract cohort made up of census 
tracts that first exhibited some specified char- 
acteristic at a particular point in time. In 
cohort analysis this group, homogeneous with 
respect to some characteristic at a specified 
point in time, is "followed" over the years sub- 
sequent to the time when it was identified as a 
cohort. Other cohorts that exhibited the rele- 
vant characteristic at different points in time 
are also "followed," and comparisons are made 
within cohorts, between cohorts, and at particu- 
lar points in time. 

Utility of Cohort Analysis. Norman Ryder (1964, 
1965, 1968) has made a sound case for the value 
of examining social change by cohorts. This leads 
to a better understanding of the phenomena than 
does the examination in cross -section. In fact 
examination by cross- section may be misleading. 
If, for example, one looks at median income by 
age one sees the medians increasing with in- 
creasing age up to about ages 40 or 45 and then 
decreasing with further increases in age. This 
has led to the conclusion that people reach their 
maximum earning capacity sometime in their 
forties and are likely to have declining earnings 
after that. An examination of median earnings 
by cohorts indicates that median earnings con- 
tinue increasing throughout the labor force 
history or at least until beyond age 60. At a 
particular point in time people aged 55 may have 
lower median earnings than those aged 45, but 
their earnings at age 55 are higher than they 
were when they themselves were 45, ten years 
earlier. This can be seen only with examina- 
tion of the data by cohorts. 

Previous Specification of Relevant Variables in 
Cohort Analysis. Most works in cohort analysis 
have accepted the specification of the relevant 
variables as Age, Period, and Cohort effects. 
The Age Effect is the change in the relevant 
variable with increasing age. The Period Effect 

is the change in the relevant variable across all 
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ages at a particular point in time associated 
with some societal event such as a recession, 
sudden inflation, a war, etc. The Cohort Effect 
is the differences in level of the relevant var- 
iable from one cohort to the next. 

These sources of variation seem to be conceptually 
distinct but, as ordinarily defined, are not 
mathematically independent because if any two of 
these variables are known the third is determined. 
One of the best analyses of this situation and 
one of the best proposals for separating these 
three effects was that made by Mason, et. al. 

(1973). They point out that the technique they 
suggest cannot be expected to yield meaningful 
results unless the investigator also utilizes 
relatively strong hypotheses about the nature of 
these effects. The results obtained by investi- 
gators using the method suggested by Mason et. al. 

(1973) have, in general, not been too useful be- 
cause this point has been ignored. (See Glenn, 
1975.) A respecification of the relevant var- 
iables seems to be due, and one proposal for this 
is the basis of the present article. 

RESPECIFICATION OF RELEVANT VARIABLES 

If further progress is to be made in cohort analy- 
sis it would seem that the relevant variables 
must be more precisely defined. Ideally the 
specification would make possible the separation 
of Age, Period, and Cohort Effects but should 
also be based on an underlying reasonableness. 
The following identification of these variables 
not only seems to build on an underlying rea- 
sonableness but gives mathematical specifications 
for the variables. 

The approach followed is to separate, by defini- 
tion, the variables from their effects. Age, 
Cohort and Period are inextricably confounded 
since Age plus Cohort equals Period. However, it 

seems possible to define the effects of these 
variables in such a way as to be independent, 
especially if we specify a certain priority among 
them. 

Age Effect. The Age Effect not only seems -to be 
clear conceptually but would seem to occupy a 
certain primacy among the various effects because 
it is so omnipresent. Increasing age is the 
essential characteristic of a cohort, and vir- 
tually all dependent variables change with in- 
creases in age. Riley et. al. (1972) documents 
the basic importance of age in our society, not 
only as a variable, but as a basis for stratifica- 
tion. The age effect is therefore defined in 

traditional fashion as the changes in the depen- 
dent variable associated with increases in age of 
a cohort. 

In virtually no dependent variable is there any 

reason for assuming that the age effect is con- 

stant at all ages. In general the age effects 

should be assumed to be nonlinear, the exact 

form dependent on the dependent variable under 



consideration. Age effects exist within cohorts 
and should not be assumed to be the same from 
one cohort to another. 

The observations of a dependent variable made on 
the members of a cohort at increasing ages form 
a time series of observations. These are not 
independent observations, and if the time in- 
terval (the different ages) at which observa- 
tions are made is sufficiently reduced, the re- 
lationship forms a smooth curve. Thus the age 
effect is defined mathematically as the slope of 
the curve fitted to the set of observations 
made at different points in time (at different 
ages) for a specified cohort. If we take 

Y = f(AIC) 

which indicates that the dependent variable is a 
function of age for a specified cohort, then the 
age effect can be defined as 

Age Effect, EA f'(AIC) 

which in words says that the Age Effect is the 
derivative, or slope, of the mathematical 
function relating the dependent variable, Y, to 

age for a specified cohort. 

Important assumptions in the above definition 
are that the function is continuous and reflects 
the pattern of changes in Y with increasing age. 
It is possible to develop "pathologic" situa- 
tions in which the function is discontinuous, 
but these are rare or nonexistent in real life. 
If every person were required to retire at pre- 
cisely age 65, then a discontinuity would result 
at that point; however, even then we might not 
observe a discontinuity if observations were 
being made on age groups. 

It is also important that the above definition 
assumes that the function, f(AIC), reflects the 
pattern of changes in Y with increasing age. 
This is always a problem in the analysis of time 
series -- to extract the trends without allowing 

perturbations to disturb the trend but also with- 
out ignoring perturbations that might be re- 
flecting "real" effects or changes in trend. 

This problem is recognized along with the sub- 
jectivity which is involved in efforts at its 
solution. As Mason et. al. (1973) points out, 

the investigator must utilize relatively strong 
hypotheses about the substantive material under 
study in order to come out with meaningful find- 
ings. We will not discuss this problem further 

at this point but will come back to it later be- 

cause we assume that the period effects which 
we are trying to identify are the cause of some 

of these perturbations or deviations from 

pattern. 

We have defined Age Effect as the first deriva- 

tive of the function relating the dependent var- 

iable to Age in a specified cohort, and have 

pointed out that this function should be taken 

as nonlinear. The exact nature of the function 

should ideally be developed from theoretical 
notions about the relationship between the de- 

pendent variable and age. The development of 
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functions which can be theoretically justified 
is an important area of research and should not 
be looked upon as simple empirical curve -fitting. 
A good fit to any curve can be obtained with the 
use of Fourier Series, but theoretical sense can 
be made of the result only in certain areas of 
electronics. The use of regression equations is 

"curve- fitting ", but rarely is any thought given 
to the appropriateness of the usual assumption 
of linearity. Efforts must be made to associate 
mathematical form with substantive theory. 

There are situations, however, where a good 
fitting mathematical curve is useful even when 
it has no basis in substantive theory. If the 

mathematical equation fits the observations very 
closely, it may be used as a convenient descrip- 
tion of the data, and information about the data 
may be abstracted from the mathématical equation 
more easily than from the observations. In such 

situations it should be kept in mind that the 
mathematical equation is a description of the 
observations and it would be dubious to use it 

for extrapolation beyond the range of the obser- 
vations. In the example given in the latter 

part of this paper, the mathematical equation is 

taken as a description of the observations from 
which information may be abstracted. No attempt 

is made in this example to develop a theoreti- 

cally justifiable mathematical form. 

Cohort Effects. Cohort Effects are usually re- 

ferred to as the differences between cohorts, 

and in Mason et. al. (1973) are assumed to be a 

constant level of difference between cohorts in 
the dependent variable. Following the manner 

in which age effects were defined, we define co- 

hort effects as the change in the dependent var- 

iable as one moves from one cohort to the next 

at a specified age. In symbols, if 

Y f(CIA), 

then the Cohort Effect is AY for two successive 

cohorts at a specified age. 

At this point it is not assumed that the func- 

tion, f(CIA), is necessarily continuous. We 

assumed that f(AIC) was continuous because ob- 

servations in a cohort at successive ages are 

not independent and may theoretically be taken 

at infinitesimally close intervals. A similar 
line of reasoning may be utilized if we consider 

theoretically narrow cohorts, say only one day 

in width rather than the usual 5 or 10 years. 

Given the stability of the social structure and 

the social interaction of individuals of similar 

ages, it is reasonable to assume that a charac- 

teristic of individuals who are some specified 

age today, say 34, will not differ significantly 

from the same characteristic of individuals who 

were 34 yesterday or those who will be 34 to- 

morrow. Thus, we now assume continuity of the 

function f(CIA) for all ages. If 

Y = f(CIA) 

is a continuous function for all ages, then the 

Cohort Effect can be defined as 



Cohort Effect, E = f'(CIA). 
C 

In words, the Cohort Effect is the derivative, 
or slope, of the function relating the dependent 
variable to Cohort for a specified age. 

This definition does not imply that the cohort 
effect between two cohorts is constant for all 
ages, nor does it imply that the cohort effect 
is constant between all cohorts at any given 
age. Just as thought needs to be given to the 
nature of the association between the dependent 
variable and age, so thought needs to be given 
to the nature of the relationship between the 
dependent variable and cohorts. This is the way 
a particular characteristic is changing over 
time for a specified age group in society. In 
fact, this definition of Cohort Effect can be 
considered an operational definition of one 
aspect of social change.- The mathematical form 
describing this relationship should be developed 
on the basis of our theories of social change. 
Again, the substantive implications of the mathe- 
matical form should be examined for reasonable- 
ness. If the mathematical form chosen is a 
polynomial of second degree with respect to co- 
hort, this implies that the cohort effect will 
change between successive pairs of cohorts but 
that the change will be by a constant amount. 
For example, school enrollment of individuals 
aged 20 -24 may well be expected to be higher 
from one cohort to the next, but do we expect the 
increase to be by a constant amount or do we ex- 
pect the proportion enrolled to increase but by 
decreasing amounts as the level approaches 100 
percent? It is important to consider the sub- 
stantive implications of the mathematical form 
and to derive the mathematical form from theo- 
retical considerations if possible. For purely 
descriptive purposes, however, an empirically 
fitted mathematical function can be useful. 

Age and Cohort Interaction Effects. If f(CIA) is 

continuous for all Ages, and if f(AIC) is con- 
tinuous for all Cohorts, as assumed above, then 

it follows that 

Y = f(A,C) 

is a continuous function. This function may be 
visualized geometrically as a nonlinear surface 
above an Age by Cohort base in which the height 
of the surface above the base at a particular 
point is the value of the dependent, or relevant, 
variable for that particular Age and Cohort 
combination. The slope of this surface in any 
plane perpendicular to the Age axis is the Co- 

hort effect at that point, and the slope of the 

surface in any plane perpendicular to the Cohort 
Axis is the Age effect at that point. In sym- 

bols we can define the age and cohort effects on 
the basis of the function. 

Y = f(A,C) 

Age Effect EA = 

Cohort Effect = EC = 
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Another important aspect which can be examined 
within this formulation is the change in age 
effect from one cohort to another. This is the 
same as the change in cohort effect with in- 
creasing age but is perhaps easier conceptu- 
alized as the changing age effect over time. Is 
the rate at which white females are leaving the 
labor force between the ages of 25 and 26 in- 
creasing or decreasing? The answer to this 
question is called the Age and Cohort Interac- 
tion Effect and is defined as 

ay 
Age and Cohort Interaction Effect ESC = 

The changes in Age Effect from one time period 
to another can be taken as the measure of another 
aspect of social change. 

The identification of this interaction between 
age and cohort effects provides additional in- 
formation in cohort analysis. If the direction 
of this interaction effect follows a pattern for 
all ages at a particular point in time, then it 
might be identified as a period effect, because 
it would seem reasonable to attribute it to some 
social event happening at that time. The social 
event has upset the regular pattern of age and 
cohort effects and thus has caused the cohorts 
to change with respect to the variable being 
studied. These Age by Cohort Interaction Effects 
are important in their own right and may or may 
not be identified as one aspect of Period 
Effects, which are discussed next. 

Period Effects. In studying social change the 
effects associated with aging, and the historical 
effects over time associated with cohort effects, 
are felt to be of primal importance. The Period 
Effects are defined as those changes in the de- 
pendent variable caused by some event or events 
at a particular period in time that cause transi- 
tory departures at all ages from the established 
age and cohort patterns. It is not specified 
that the effect is the same at all ages.2 

It has been indicated above that if the inter- 
action effect follows a pattern for all ages at a 

particular point in time, it may be identified as 
a period effect since Period Effects are defined 
as departures at all ages from the established 
Age and Cohort patterns. 

Period effects may take a different form. They 
may occur as consistent deviations from the Age 
and Cohort patterns established by the function 

Y = f(A,C). The identification of Period Effects 
may be onde from an examination of the devia- 
tions from the surface described by Y = f(A,C), 

at a particular point in time. On the basis of 

substantive knowledge of the dependent variable 
and on the basis of the deviations, one begins to 
formulate ideas as to the nature of the Period 
Effects one is trying to identify. 

There are several sorts of Period Effects that 

one can identify theoretically, and the search 
procedures will vary depending on the nature of 

the Period Effect. For example, if the dependent 
variable is income, one might imagine a recession 
causing a drop (or slackening in increase) of 



median incomes at all ages, and thus a trough 
effect. If the mathematical form fitted to the 
surface is quite complex, it may fit into this 
trough and deviations from the surface will not 
help in identifying it. However, if the mathe- 
matical form is not too complex and the longer 
term, more stable, pattern is followed by the 
surface, the deviations for this point in time 
will all be negative. A peak effect might be 
similarly identified with positive deviations. 

If the Period Effect is in the nature of rapid 
inflation, one may have a cliff effect where the 
median incomes rise sharply at that point in 
time for all ages and then continue on their 
previous trend but at a higher level. This 
type of period effect will be more difficult to 
identify from deviations because it will change 
the overall slope of the basic pattern, causing 
negative deviations on one side of the "cliff" 
and positive deviations on the other side. 

If the surface, f(A,C), were not fitted by ordi- 
nary least squares but by the least absolute 
value approach or a related technique (see Arm- 
strong and Frome, 1976 and in press, and Tukey, 

1977), the Period Effects as defined here would 
be more easily identified. A case could also be 
made that the Age and Cohort Effects, as defined, 
would be more meaningful because of the surface's 
conformity to "pattern ". Some of the possibili- 
ties in this direction are being explored. 

A computer plot of the observed data over an Age - 
by- Cohort base may be useful in identifying 
Period Effects. Since period effects may be of 
several different sorts, there is probably no one 
best technique for identifying them. This is 

consistent with our general view of reality. 
Events happening at a particular point in time 
are of a wide variety of sorts and can produce a 
variety of consequences so that no one particu- 
lar type of pattern can be expected as a Period 
Effect. 

One might object to the proposed definition of 
Period Effects on the basis that all Period 
Effects aren't apparent at the time of the 
causative factor. The Depression, for example, 
had effects on children growing up at that time 

that were not exhibited until later in life. 
In the system proposed here, such effects become 

identified as cohort effects or age by cohort 

interaction effects. Period effects as defined 

here are the consequences of those events which 

have a relative transitory effect across all 
ages. 

ILLUSTRATIVE EXAMPLE 

The dependent variable examined in this illus- 
tration is the labor force participation of white 

females as measured by percent in the labor 
force. The data are for the period 1940 through 
1970. The cohorts are five year age groups 
identified by the year in which they were 20 -24 
years of age. The group 45 -49 in 1940 is de- 
fined as cohort 15 since they were 20 -24 years 
old in 1915. Age is taken as the midpoint of 

the five year age interval. The basic data are 
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shown in Table 1. 

Since the purpose of this illustration is to 
demonstrate the sorts of descriptive information 
that can be extracted from a set of observations 
by use of the approach suggested above, no 
effort is made to develop a mathematical ex- 
pression on the basis of substantive theory. So 

long as the expression for f(A,C) fits the ob- 
servations closely, the derived information can 
be taken as descriptive of the original data. In 

this illustration f(A,C) is taken as 

f(A,C) = a +b1C + b2A + b3A2 + b4A3 + b5C2 + b6AC 

+ b7A2C + b8A3C + b9AC2 + b10A2C2 
b11A3C2 

This expression was fitted to the observations of 
Table 1 by ordinary least squares with a result- 
ing multiple correlation of .984. This high 
correlation indicates that we have achieved a 

fairly accurate description of the original ob- 
servations and can place some confidence in the 
derived descriptive information. The high 
multicollinearity and the lack of substantive 
theory used in developing the polynomial form 
indicate that we should not attempt to attach 
meanings to the specific values of the regres- 

sion coefficients. Partial derivatives of the 
expression f(A,C) were evaluated at five year 
Age and Cohort intervals to produce the values 

of Age, Cohort, and Age by Cohort Interaction 

Effects shown in Tables 2, 4 and 5. If f(A,C) 

had been developed on the basis of substantive 
theory, we might have computed valued for years 
yet to come and a comparison of these projections 
with actual observations would become a test of 
the theory underlying the model. 

Age Effects. The data of Table 2 show that re- 

cent cohorts of white females start reducing 
their labor force participation about age 55 and 
that this age has been declining. The cohort of 

1910 for example didn't start reducing its labor 
force participation until about age 60. Also 

the rate of withdrawal from the labor force after 

these ages has been increasing in more recent 

cohorts; the cohort of 1910, for example, at age 

62.5 was reducing its labor force participation 
about half a percentage point with each increase 

of one year in age while the cohort of 1930, at 

the same age, was withdrawing from the labor 

force by nearly three percentage points with each 

year increase in age. This is doubtless due to 

Social Security and the increasing number and 

quality of retirement plans. 

Given the mathematical formulation it is possible 

to make estimates of the age at which each white 

female cohort begins reducing its labor force 

participation. This is also, of course, the 

point of maximum participation. For selected 

years between 1940 and 1970, it was determined 

which cohort was at its maximum point at 

the specified year, the age of the cohort at 

that point, and the level of labor force par- 

ticipation. (Cohorts one year in width were 

utilized in this exercise.) The results are 

shown in Table 3. The data of this table 

suggest that the age of maximum labor force 



participation for white female cohorts has been 
declining but seems to be stablizing at about 
age 54. 

The age effects in Table 2 show that among white 
females the age effects are negative at younger 
ages and then become positive somewhere before 
age 35. This is the "labor force drop -out" of 
white females during childbearing ages. Table 
2 indicates that the age at which this drop -out 
stops, a point of minimum labor force participa- 
tion, has been declining. The cohort which had 
reached its minimum point in each of selected 
years was determined and the age and labor force 
participation at that point was computed. The 
results are shown in Table 3 along with the maxi- 
mum points. This estimated age of minimum labor 
force participation has declined from 37 in 1940 
to a little over 25 in 1970, and if the pattern 
continues future cohorts of white females will 
not show a "labor force drop- out ". This changing 
pattern is the result of several factors -- 
declining fertility, increasing childlessness, 
and increasing pressure for development of 
maternity policies that do not require females to 
withdraw from the labor force during the child 
bearing years. 

Cohort Effects. Table 4 shows us that the co- 
horts of 1940, 1945, and 1950 had negative co- 
hort effects at age 22.5. Thus we can say that 
the proportion of white females in the labor 
force at age 22.5 declined from 1940 through 1950 
but started increasing between 1950 and 1955 and 
by 1970 was increasing by approximately one and 
three fourths percentage points a year. Table 4 
shows us that except for younger females in 
earlier cohorts the labor force participation of 
females at all ages has been increasing between 
1940 and 1970. This table also shows that below 
age 40 this increase has been at an increasing 
rate but above age 40 the amount of increase 
each year has been declining. This suggests 
that there might be a plateau for level of white 
female labor force participation at various 
ages. At the oldest age, 62.5, the increase in 
labor force participation has been by approxi- 
mately two thirds of a percentage point a year 
and increasing very slightly. 

Age by Cohort Interaction Effects. Table 5 shows 

the change in cohort effect per year increase in 
age, or what is the same thing, the change in 
age effect at a given age from one cohort to the 

next. At all ages under 30 these interaction 
effects are positive which means that the change 
in white female labor force participation per 
year increase in age is changing in a positive 
direction from one year to the next. Those 
white females who were 22.5 in 1945 were drop- 
ping out of the labor force by nearly three per- 
centage points with each year increase in age, 
but this positive interaction term tells us that 
this rate of change was becoming less negative 
(more positive) with each succeeding year. The 

change in labor force participation with increas- 
ing age has been becoming more positive with 
each succeeding year for all white females under 
30 during the period 1940 through 1970. 
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If we look at ages over 50 we find the inter- 
action terms all negative. The rate at which co- 
horts over 50 are changing their labor force 
participation with increasing age has become less 
positive with each succeeding year. Women at 
52.5 are still increasing their proportion in 
the labor force with each increasing year of age, 
but from year to year in time the amount of in- 
crease is less. Since females over 55 are drop- 
ping out of the labor force with increasing age, 
this negative interaction effect means that each 
succeeding year in time they are withdrawing 
from the labor force at increasing rates. 

Period Effects. Table 6 shows the deviations be- 
tween the observed points and the surface des- 
cribed by the regression polynomial. These dev- 
iations are arranged by time periods because the 
most likely sort of period effect would result 
in nearly all positive (or negative) deviations 
at some point in time. The data of Table 6 show 
no indication of a period effect although it is 
possible that if some method other than least 
squares had been used to fit the regression sur- 
face, a period effect might have shown up. 

Limitations. The utility of the method out- 
lined and illustrated is still to be fully ex- 
plored but it would appear to be fruitful for 
variables such as labor force participation, 
income, etc. The development of mathematical 
forms with substantive meaning will doubtless 
pose problems but may stimulate more rigorous 
thinking on the nature of age and cohort effects. 
Two different mathematical forms, each of which 
correlates with the observations as closely as 
the example above, will probably yield similar 
interpretations, though one may provide more 
meaningful projections. This approach would not 
seem particularly applicable to a variable such 
as fertility where for most individuals the 
relevant value of the variable is its cumulative 
value. However, a cumulative measure of fer- 
tility might be used with a generalized Pearl - 
Reed Growth curve as the mathematical form. (An 

analogous situation would be trying to study mean 
or median income in a cohort when the variable 
that was most relevant to each individual was the 
total earned since birth, with individuals 
stopping work when a certain grand total had 
been earned.) A careful examination of a comput- 
ter drawn perspective plot of the original ob- 
servations or of the surface described by the 
basic regression equation might yield many of the 
same interpretations made from Tables 2 -6, but 
the actual magnitude of the changes taking place 
would not be known. 

Conclusions. Definitions of age effects, cohort 

effects, and age by cohort interaction effects 
have been developed in mathematical form for use 
in cohort analysis. Period effects have been 
defined independently of these and suggestions 
have been made for identifying period effects 
depending on their nature. The method has been 
illustrated utilizing the labor force participa- 
tion of white females for the period 1940 through 

1970. The approach suggested seems to offer 
real possibilities for use in cohort analysis. 

The approach also points up the need for contin- 



uing exr.mination of the relationship between 
substantive theory and mathematical form. 

FOOTNOTES 

1This suggested operational definition of 
social change is subsumed under that suggested 
by Ryder (1964). He says "The definition of 
social change prompted by these considerations 
is the modification of processual parameters 
from cohort to cohort." (p. 461) His discussion 
indicates that he includes "short -run change," 
which he identifies with a "period- specific 
event," along with "long -run change," which "is 
characterized by differences in functional form 
from cohort to cohort other than those betraying 
the characteristic age pattern." The definition 
of social change suggested by the present author 
is not identifical to Ryder's "long -run change" 
but is closely related. 

2This point of view is similar to that of 
Ryder (1964) in his discussion of short -run 
changes. ". . . the manifestation of a period - 
specific event or situation that 'marks' the 

successive cohort functions at the same time, 
and thus at successive ages of the cohorts in 
question. Frequently such manifestations take 
the form of fluctuations, in the sense that a 

counteracting movement occurs subsequently, 
which erases the impact of the situation in the 
eventual summary for the cohort." (p. 462) 
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Table 1. Percent of White Females in the Labor 

Force by Age and Cohort, 1940 to 1970. (Cohorts 

identified by year in which members were 20 -44.) 
Age 

hort 35/39144,41 45/91 

1970 56.4 
1965 55.91 
1960 44.8 143.7i 

1955 33.5: 142.1 
1950 '43.6 '33.51 49.0 
1945 31.3: ;38.5' 52.2 
1940 145.7 129.11 43.9' 

1935 34.2' ;32.1' 46.4 
1930 29.1 34.9 
1925 26.1 33.6 
1920 24.0 

1915 21.9 

1910 
1905 

5 

51.5 
,47.1 

45.1 35.9 

60,04 

39.1 
29.8 29.0 

25.2 

19.8 20.0 

17.4 

1900 L 3.9 
Table 2. Age Effects by Age and Cohort foi Tabor 
Force Participation of White Females, 1940 to 1970. 

(Age effect is the percentage points change in la- 
bor force participation per year increase in age.) 

Age 

Co- 

hort 22.5 27.5 [32.5 32.5 42.547.5 52.5 57.5 62.5 

1970 .02 
i 

1965 - .42 .17' 

1960 - .94 .06 .74 

1955 -1.53 -.16i .78 1.31 
1950 -2.21 -.501 .71 1.40 1.58! 
1945 -2.97 -.941 .50 1.37 1.6411.341 
1940 -3.811-1.501 .18 1.21 1.61 1.371.49 
1935 -2.161-.27 .94 1.48 1.341.52 -.97 
1930 .55 1.24i1.24'.55 -.85 -2.94 
1925 .03 .9111.09;.57 -.66 -2.58 
1920 .48! .87.58 -.40 -2.06 
1915 .59 .59 -.07 -1.38 
1010 .59 .32 - .55 

1905 .78 .44 

1900 1.59 

Table 3. Estimated Ages of Minimum and Maximum 
Labor Force Participation Between Ages 22 and 65 
for White Female Cohorts, and Percent in Labor 
Force at those Points for the Period 1940 -1970 

Year 
Minimum point Maximum point 

Age Percent Age Percent 

1940 
1945 

37.0 

33.8 

26.7 

28.3 

1950 31.5 29.9 56.8 28.5 

1955 29.8 32.4 55.5 36.2 

1960 28.2 37.1 54.8 42.6 

1965 26.8 44.5 54.5 47.8 

1970 25.4 53.5 54.4 52.2 

Note: The maxima and minima are for cohorts, not 

for years. The cohort of white females that enter- 
ed the labor force about 1916 reached maximum la- 
bor force participation at age 56.8 in 1950, their 

maximum being lower than the minimum labor force 
participation of the cohort that entered the la- 

bor force about 1941 and reached a minimum at age 
31.5 in 195:!. 

Tables 4 -6 are available from author: Dept. of 

Sociology, University of Texas, Austin, Tx. 78712. 



TESTING FOR CONTEXTUAL EFFECT 

C. H. Proctor, North Carolina State University 

1. Introduction 
In a pair of recent papers appearing in the 

journal Sociological Methods and Research (Farkas, 
1974 and Hauser, 1974) the two authors disagreed 
on the attribution of belief in a, so called,con- 
textual effect for a given set of data. Farkas 
decided it was there, and Hauser maintained it 
was not established. They said much more and, in 
fact, the two papers constitute an excellent 
review of contextual effect analysis. Hauser 
admitted that "...the effects are statistically 
significant at the usual a- levels, since the . 
sample has about 5,300 cases," (P.368) and then 
went on to argue that statistical significance is 

not practical significance. However, that 
t -value was around 10, and I feel that such sta- 
tistical significance as t = 10 exhibits (even 
with 5,300 cases) almost has to be of practical 
significance as well. The largeness of this 
t- value, however, may be due to their use of an 
inappropriate model equation. In short, although 
there were 5,300 students, they came from only 
99 colleges and estimation of a context effect as 
a contrast on college means may better be viewed 
as based on a sample size of 99 than of 5,300. 

The following discussion is an attempt to 
summarize some current methods available for 
testing for contextual effect. The first two are 
truly rough and ready approaches. The first one 
struggles to obtain balanced data by deleting and 
duplicating at random, while the other is a ver- 
sion of the celebrated Tukey Jackknife. The next 
two use variance component models and exhibit the 
rather involved considerations that seem to arise 
when estimating components of variance with un- 
balanced data along with testing a regression 
coefficient in a mixed model. One of these lat- 
ter two estimates the variance components by 
equating mean squares to their expectations and 
then tests by use of generalized least squares, 
while the final method is simply likelihood all 
the way. The situation is an instructive example 
of a data handling problem that is quite common 
in social survey analysis and although no new 
methods are here proposed, it may be useful to 
see what already- existing statistical practice 
seems to suggest can be done. 
2. Model Equations 

In a concrete example treated in the two 
papers, scores were given for his answers on a 

questionnaire to each student on his attitude 
toward drinking (the independent or X- variable) 
and on the extent of his drinking behavior (the 

dependent or Y- variable). As one would expect, 
these two measures were rather closely related. 
The question posed was whether the between col- 
leges regression slope of behavior on attitude 
was equal to the within colleges slope. There is 

suspicion that the between colleges slope may be 
steeper due to some cumulative, reasonance inter- 
personal phenomena as described by (Farkas,197h, 
p.339ff). This is called contextual effect. A 
difference in slopes may be due to enumerator or 

sample selection biases or to omitted variable 
effects or to many other causes but the data 
handling methods would still be called testing 
for contextual effect. 
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It is by no means uncommon to do regression 
analysis in the presence of a cluster or nested 
sample design. One simply removes the cluster or 
"block" effects (schools, counties, area segments 
or whatever) and operates upon the within cluster 
cross products with perhaps a pious expression 
of hope that there are no interactions between 
slopes and clusters (at any rate I have done so 
in -63, 197)', p.85). In the present case of 
being interested in the contextual effect there 
is no way to avoid the possibly upsetting pre- 
sence of confounded college effects. To see how 
they enter let's consider model equations. 

Regression calculations would be governed by 
a model equation such as- 

(1) yij= µ'+ + eij,or (redefining 

= (xij- (xi- x + 

where y.. is the score on his drinking behavior 
reporte&Jby the jth student among n. at the ith 
college where i 1,2,...,t. His attitude score 
is written x..J; the college mean is written R. 
and the grant mean is denoted . The e.. 

quantities (n = of them) are taken to be in- 
dependent, identically distributed with variance 

. The objective of the analysis is to test 
= O. 

I suspect that including a term to be writ- 
ten u, where the u.'s i = 1,2,...,t are indepen- 
dent, identically distributed with variance 2 

would allow the model to fit more closely to 
the actual data. This issue should be decided by 
examining the data although one's judgement based 
on past experiences with similar situations 
should enter also. The model equation then be- 
comes 

(2) = {xij 
- 

)5+ 
u.+ e.. 

Suppose that the data have already been cleaned 
(of outliers, for example) and possibly some 
transformations made to assure linearity so that 
least squares estimation is not too far from 
optimal. There are two, somewhat idealistic, 

circumstances in which the test of = 0 becomes 
relatively simple to compute. We consider these 
first and show how they can become the bases for 

two, more realistic although approximate, cor- 
responding methods of analysis. 
3. Two Rough and Ready Methods 

One of the ideal cases is of balanced data. 
That is, if all colleges furnished the same num- 
ber of students then the computational methods 
of the analysis of covariance (Fisher, 1958) 

become available. For example, Snedecor and 

Cochran's textbook (1967,pp.""36- h38)2includes 
formulas for estimating (called there) and 
for testing equality of to between tlasses slope 
to the within classes slope. Although the pre- 
sent data set does not have equal sample sizes in 

every college it would likely be possible to con- 
sider a number of colleges having almost equal 
(say the ratio of largest to smallest is less than 
3 to 1) sample sizes. Then one may randomly 



delete some cases in the schools with larger 
sample sizes and perhaps randomly duplicate some 
in the others and so end with a balanced data set 
without having damaged to any appreciable extent 
the information on the context effect. This 
possibility is discussed at some length by Searle 
(1971,p.364). Before recommending widespread use 
of this procedure one should investigate, at 
least through empirical sampling, the effects of 
varying amounts of deleting and duplicating. 

The other ideal case involves the indepen- 
dent replication of the entire sample design in 
both the sample selection as well as the measure- 
ment and tabulation phases. Such designs have 
been advocated by Deming (1960, Part II, Repli- 
cated Sampling Designs) and are in common use,. 
for example, for sampling business accounts 
whenever there is great, perhaps legal, need of 
an unbiased estimate of sampling variance. In 
such a case one would compute separate estimates 
of the parameter on each sub- sample and then 
compute a t- statistic to test that the popula- 
tion mean of these estimates is zero. 

In practice, replicated designs may be deem- 
ed expensive and cumbersome to carry out or may 
not have been used because variance estimation 
was given low priority. In such cases the data 
can still be broken into pseudo -replicates 
(McCarthy, 1966) or portions and then one can use 
the above- described t -test procedure or some 
other method. One of these other methods is the 
Tukey Jackknife (Mosteller and Tukey, 1968) that 
proceeds as follows. One portion of the data is 
deleted, an estimate of the context effect is 

computed from the remainder and a pseudo -value 
is then formed. This portion is returned to the 
sample, another one deleted, and again a pseudo - 
value is computed. This is done until we have 
as many pseudo -values as portions. The pseudo - 
values are then used to compute a t -value as a 
test statistic for the hypothesis that the pop- 
ulation average pseudo -value is zero. It is 
important to define "portions" so as to reflect 
the principal source of sampling variance in the 
application considered. In the present example 
a school is a portion. Each pseudo -value equals 
the -number -of- schools times the- estimate- of -con- 
text -effect -from -all- schools minus the- number- 
of- schools -less -one times the- estimate - based- 
on -all- schools- except -one. 
4. Regression Approach 

We return now to a more direct attack guided 
by model equation (2) and first using methods of 

estimating variance components described by 
Searle (1971) in conjunction with a generalized 
least squares procedure to estimate and to 
test that = O. First, however, we might ask 
how the test based on the least squares regres- 
sion calculation that was employed in the cited 
papers performs when model equation (2) holds. 

If we adopt a more concise notation of 
x..- and c.= - x then model equa- 

cah'be writtenlin terms of deviates as 

(3) yij = 
d1 

+ ui+ 
e.. 

with di .= 0 and E E c.= .0 = Notice 

i,j 
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n. 

that .E1 d.. /n ci . 

The regression computations proceed from the 
4 by matrix of sums of squares and cross pro- 
ducts. This is shown in partitioned form just 
prior to removing the and effects as 

Effects: y 

TYY BXY . TXY 

A = 

BXY BXX . 

BXX TXX 0 A21 A22 

A11 Al2 

y++ n 

Partitioning A into 2 by 2 sub- matrices as shown 
in (4) and sweeping out the and ß.effects 
corresponding to the last two rows and columns, 
leaves the following residual cross products 
matrix. 

-1 
(5) A11.2 A11 - A22 A21 

BXY-(TXY)(BXX)/TXX 

BXY-(TXY)(BXX)/TXX BXX-(BXX)2/27{X 

Next sweeping out the now -adjusted effect 
from 

A11.2 yields 
an estimate of as: 

[ - (BXX) 
, and the following 

[BXX - 

regression sum of squares (call it DSS) for a 

test of 6 = 0: 

(6) DSS = [BXY - (TXY)(BXX)/TXX]2/(BXX-BXX2/TXX). 

In the absence of the u. terms this quantity, DSS, 

would be taken to have a single degree of freedom 
chi- square distribution and could be divided by 
the error mean square, say /(n -3) = to 
furnish an F -ratio test (or, since t = F when 
numerator degrees of freedom are one, a t -test) 

statistic for the hypothesis = O. This is 

likely to have been the calculation that led to 
the t = 10 value in Farkas (1974), and will be 
denoted t1 = F1 DSS . 

In case that model equation (2) holds with 

a2 0 we find E(DSS) as follows. First, express 

DgS as: 

(7) DSS = BSY - TXY BXX)2/BXX(TXX-BXX)TXX 

Writing WXX = - BXX, introducing the expecta- 
tion, and substituting for yij from model equa- 
tion (2) leads to: 

(8) )262 

+ BXX WXX 
ae2 



The final result is: 

(9) E(DSS)= 
TXX T cu2+ 3e2 . 

On the other hand as we will see below in (15): 

(9a) 

where Z and X in this formula refer to data 
matrices. The coefficient of 2 in E(DSS) is 

generally larger than that of 
U 

2 in E(RMS), 
and thus the ratio F1 is biased upward from 1 . 

It is thus evident that only if 2 = 0 

(i.e., if model equation (1) holds) wiY1 the 
regression approach be correct. If 2 0 then 
to form an F -ratio test statistic oneuneeds to 
search elsewhere than the error mean square 
for a denominator. If one examines the expected 
value of the residual sum of Y- squares after re- 
moval of DSS, namely of: 

(10) = TYY -y2 /n - (TXY)2 - , 

it is found that both 2 and 2 appear, but no 
fixed effects do. By next sweeping out the 
college effects as well, one can obtain an even 
more refined error sum of squares, (ESS,sgy) and 

thus calculate an unbiased estimate of 
e 

alone. 
Using this along with the coefficients of 
cu and ce inE(RSS -ESS), allows one to get an 
estimate of . It bears emphasizing that one 
should examine the F -ratio in which the mean 
square (RSS- ESS) /(t -2) is divided by the error 
mean square, as a test of O. If rejection 
of the hypothesis 2 = u is not possible 
even at the, say, level, then one may pro- 
ceed to act as if model equation (1) held and 
perform a t -test using and the error mean 
square EMS= ESS /n -t -1 . I ruld be fairly re- 
luctant to suppose that and so would 
not recommend this test. uAt any rate it may be 
denoted t2 DSS . 

5. Estimating Variance Components for the Test 
A denominator for a F -ratio statistic with 

as numerator can be constructed using metho. 
of momgnts estimates based on ESS and RSS2of 
and or more elaborate estimates of and 

The notation and most of the methods are 
be found in Searle's textbook (1971), and we 

will first move toward that notation. 
Model equation (2) can be written in matrix 

form as (see p.465 in Searle,1971) 

) 

which in the present case becomes: 

(12) 1 d11 c1 1 0 ... u1 
e11 

1 d12 1 

Yt,nt dt,ntct 

u2 e 

0 1 ut e 
t ,nt 

t 
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Searle assumes that the only linear relationship 
of columns of X to those of Z is by way of the 
first column of X equal to the sum of the columns 
of Z. In our case there is yet another relation- 
ship so that we must generalize his derivation as 
follows. Let r be the rank of X and t (the 
number of PSU's) is, of course, the rank of Z. 
Then define X1 to be 

(13) ì1 = r + t - r[X Z] 

where rEX Z] is the rank of the combined matrix 
[X Z]. In our example = 2, but we might as 
well be prepared for dealing with numerous inde- 
pendent variables since the contextual effect 
may be multi -componential. 

What had previously been denoted as TYY is 

now written as . The quantity R(b) will 
refer to the reduction in sum of y- squares due to 
fitting the model: 

(14) , 

while R(b,u) will refer to the reduction achieved 
by fitting the full model of rank r[X Z]. The 

additional reduction may be written 
R(ulb) = R(b,u) -R(b) and upon using formula (79) 

in Searle (1971,p.445) its expectation is found 
to be: 

(15) E(R(ulb))=cu2(n-tr[Z'X(X'X) X'Z])+ 

while 

(16) E(ez)-R(b,u) = [N-(r + t - 
ce2 

In our example, X is full rank and upon ex- 
tending the method to cover more than one inde- 

pendent variable when the observed values are 
obtained by survey methods (rather than from a 
balanced experiment), it will continue to be of 
full rank so that we could have written (X'X) -1 
rather than just (X'X) , the generalized inverse, 

as appears in textbook. 
To test = 0 one computes the ratio 

(17) = 
R(ulb) ( - R(b,u)) 

t - N -(r + t -X1) 

and refers it to a table of the F(t 
N -(r + t -X1)) distribution. 

The estimates can be written explicitly as: 

(18) ce2= -(r + t - 

(19) ;u2= (R(ulb) -(t - 

At this point one could refer to expression 
(9) and using the ues obtained for nd 
u2, compute 

which is then divided into DSS to get an F -ratio 

test statistic. 
In practice, one could perhaps improve the 

estimates of ce2 an_d au2 in accord with Thompson 

(1969), by first computing the ratio 



= 
e u 

2 and then new value of R(b,u) and 

R(ulb) as R (b,u) and R (ulb) based on the maxi- 
mum likelihood equations for b (Searle,1971, 
section 11.7c). Upon iteration the estimatrs 
may be denoted with an upper squiggle as 

and . They can be written explicitly as: 

(18a) = (Y - R *(b,u))/(N - r) 

(19a) 2 = R*(ulb)/c 

where c is the same denominator as for in 

equation (19). 

We can now use generalized least squares to 
test H0. The maximum likelihood equations for 
estimating the fixed effects are: 

* 
(20) X'X X'Z b X'y 

* 
Z'X Z'y 

where P Z'Z + X I and X = 2a 2 . The ap- 
pearance of XI is the new ingredient. From 

(21) X'X b *= and Pu *= - X b *) 

we get 

(22) P + X'Z 

or 

(23) X'(I-Z P Z')X * 
= X'(I-Z P or fi- 

nally: 

(24) (X'T X) X'T where 

T = (I - Z . 

The matrix b contains estimates *of the* 
parameters and a (call them ,b and a ) 

its cova0.ance matrix is estimated by 
-2(X'T X)- . Thereforea test of = 0 can 

be based on the ratio o' and its standard 
error obtained from (X'T X) . 

6. Maximum Likelihood 
It was most helpful to have someone do the 

differentiations for a maximum likelihood solu- 
tion as Jennirch and Sampson (1976) have pro- 
vided. It may be that the method of maximum 
likelihood is justly criticized for its small 

sample properties. In the present case of vari- 

ance estimation it provides negatively biased 
estimators since division is by n rather than 
n -1 . It does however, furnish a lot of useful 
results in such a situation the prsent one 
where nuisance parameters and as well 
as and ß) abound. Their (Jennirchuand 
Sampson's) paper (and previous ones by Hartley 
and others that they cite) are complete and 

explicit so that I would only show my tenuous 
grasp of the material by paraphrasing it. 
7. Discussion 

There are a number of general observations 
on data handling that this problem of testing 
for contextual effect prompts. The first is 
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the recognition of some difference in point of 
view or, better, of methods between the pseudo - 
replicate or jackknife methods and the variance 
component estimation methods. There are many 
sources of this difference. One is more data - 
based and the other is more model- based, al- 
though both have models and both worry about 
data collection and processing. One proceeds 
from the survey sampling side and the other from 
the analysis of experimental data. 

My own bias is toward favoring the components 
of variance approach and this paper (in its rela- 
tive neglect of the literature on pseudo- replica- 
tion) reflects that bias. I do believe that in 
the face of the complexities of sample design 
and measurement techniques, not to mention the 
population distributions, of the variables in- 
cluded in most social surveys the pseudo- repli- 
cate approach is the only contender in practice. 
The method does demand a considerable amount of 
judgement and experience to form replicates 
which will faithfully represent the uncertainty 
in the data. One variation of the method that I 
confess I do use in practice is to run regression 
on individual subjects and then correct t- values 
and chi -squares with the ratio of actual sample 
size to effective sample size. I use the results 
of Kish and Frankel (1974) that showed such 
ratios of 1.4 or so for regression coefficients. 

The reason that I favor the variance com- 
ponent approach is its explicit attention to the 
model and particularly to its distributional 
assumptions not just the systematic part. There 

are, I suspect, a good many more components of 
variance floating around that should be included 
both for making honest tests and also for improv- 
ing on future surveys. The controversy over tests 

of significance that bubbled in the sociological 
literature a few years back may have been fueled 
in part from misjudgements about the modeling of 

variances. Given the level of complexity in 
variances that was mentioned, it is no wonder to 
me that there have been serious mistakes in cal- 
culating levels of significance and I'm sure I've 

contributed to them. The solution is certainly 
not to scrap the tests, but rather to study vari- 
ances harder. 

A brief point needs to be made about comput- 
ing requirements of the methods. The balanced 
data case is the least demanding and should be 

chosen by the researcher who wants quick and 
cheap, but honest results. I think that the 
jackknife also can be done by an investigator 
operating with limited computing resources. In 

doing the calculations for maximum likelihood and 
the regression-type computations I used a pro- 

cedure, PROC MATRIX, from the software package 

known as SAS (Barr, Goodnight, Sall, Helwig,1976), 

and I can report that it was only moderately 

painful to write, while recognizing that my skills 
at programming are quite limited. 

Returning to the problem as an exercise in 

data handling, it bears remarking again that no 

new methods were developed. The model is the 
mixed one. It has the, perhaps novel, feature of 

an additional linear dependence between the X 

matrix and the Z matrix (or U matrix as written by 
Hartley, et.al.). That is, the sum of the columns 

of Z equaling the constant column of X is the 

usual dependency, while the context effect (being 



a linear combination of group means) is a second 
dependency. 
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THREE -STAGE SAMPLING ON SUCCESSIVE OCCASIONS 

Dharam S. Rana, Old Dominion University 
and R. P. Chakrabarty, Jackson State University 

Introduction -- To maintain an up -to -date 
study of a time- dependent population, technique 
of sampling over successive occasions is used. 
In the present paper, the theory of sampling on 
successive occasions for a three -stage sampling 
design has been developed. In the case of three - 
stage successive sampling, there are about twelve 
sampling procedures available to alter the 

composition of the current sample. The estimates 
of population mean on the second occasion, the 
change between two consecutive occasions and the 
overall mean for two occasions are obtained for 
four selected procedures namely (5), (7), (8) 

and (11). The limited space did not permit the 
inclusion of-the results for the overall mean. 
2.1 Consider a population consisting of N 
primary stage units (PSU's) and each PSU consist- 
ing of M second -stage units (SSU's) and each SSU 
containing K third -stage units (TSU's). In the 
present study it is assumed that the population 
units are fixed, the variances on the two 

consecutive occasions are equal, the sample sizes 
remain same on each occasion and N, M and K are 
large so that the finite population correction 
factors at all three stages are negligible. The 
discussion is confined to two occasions only 
although the results obtained can be extended to 
more than two occasions. It is further assumed 
that the selection of the first sample, which 
consists of n PSU's, m SSU's within each of the 
n PSU's and k TSU's within each of the nm SSU's, 
is carried out by the method of simple random 
sampling without replacement and this applies to 

all the four sampling considered in this 
paper. 
2.2 Estimate of the Mean by Procedure (5). On 

the second occasion, retain all the PSU's of the 
first sample but retain only a fraction r of the 
SSU's with their samples of TSU's in each of the 
PSU retained and select afresh a fraction s of 

SSU's such that r + s = 1. Let denote the 

value of the response variable y for the t-th 
tertiary unit in the j -th second -stage unit 
within the i -th first -stage unit on the h -th 
occasion. A general linear unbiased estimator 
of 2 the population on the seconiloccasion may 
be written as y2(5) 

a 
51(5) 

- y1(5)] + 
n * 

c y2(5) + (1-c) ÿ2(5) where yh(5) nrmk 

rm k 

yhijt 
h 1'2 

sm k 

yhijt ' 

h 1, 2. The variance of 

2 

y2(5) 

is given by Var [y2(5)] 
a' 

St2 

St2 2 Sw2 St2 2 

nsm + C nrm + (1-c) 

2 2 2 

+ 
+ + 2ac + Pw nrm + 

n 

yh(5) 
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2 2 2 
St Sb 

2 c (1-c) 
Sb 

where 
Pt Pb n 

2 N 2 
Sb. = N-1 il - ...) = true variance 

N M 
among PSU means,Sw2 

N(M-1) iIl 

= true variance among SSU maans.St2 
1 

N M K 

- 
Yij.)2 = true variance among 

NM(K-1) 

N 

TSU's. pb Sb2 = iEl 

2...) = true Covariance among PSU means,Pw Sw2 = 

N M 

N(M-1) i j 

true covariance among SSU means. St2 
t -1) 

N M K 

i j t (ylijt - 
true 

covariance among TSU's. . 

In the above formulae, pb, and pt denote 

the true correlation coefficients among PSU means, 

SSU means and TSU's respectively and 

and Yhij. represent true mean of the Psu means 

true mean of the i -th PSU and the true mean of 
the j -th SSU in the i -th PSU on the h -th occasion 

(h = 1,2) respectively. The optimum weights ao 

and co that will minimize the variance of y2(5) 

are -rs ao 
ßo and c 

o 
r ao where 

o o 

a2 

2 2 

Sw2 + and = Pw Sw2 + pt (2.2.1) 

It should be noted here that both ÿ2(5) its 

variance are independent of With optimum 
weights, the variance of Y2(5) is given by 

a2 a2 2 

Var [ÿ2(5I [Sb2 + 
2 

(2.2.2) 
:2:2)3 

ßo) 

The optimum replacement fraction so that would 

minimize this variance is 2 

1/2 

so = 1 + (1 
2 

) 

a 
o 

It may be easily shown that so 1/2. There are 

two special cases of interest here e.g., (i) s 

and (ii) s = 1. In either case, it follows from 

(2,2.2) that 
Var[y2(5)] + Thus it is 

clear 



that a complete retention or complete replacement 
of SSU's within the PSU's from the first sample 
on the second occasion does not help to improve 
on the estimate of the current population mean. 
2.3 Estimate of the Mean by Procedure (8) 

From the first sample retain only a fraction p of 
the PSU's along with their samples of SSU's and 
TSU's on the second occasion. Replace the 
remaining fraction q (such that p + q 1) of the 
PSU's by a fresh random selection of PSU's on the 
second occasion. 

A general linear unbiased estimator of 172 may 
be , 

y2(8) = a [y1(8) - Y1(8)] + c Y2(8) + (1 - c) 

and its variance is given by 
Y2(8) 

Var [Y2(8)] a 
2 

c2 + (1 - c)2 + 

1 np m k 
2ac - - 

p. 
where 

Yh(8) jl 1 

_ nq m k 

1, 2 Yh(8) jEl Yhijk' 

h= 1, 2 a=Sb2 
mk 

and 

2 
St2 

= Pb Sb2 + Pw 
Sm + pt (2.3.1) The 

optimum weights are;ao = - a and co = 

a 
2 
-q 

2 2 

2 

. The variance of y2(8) with optimum 
_q 

weights is Var [ÿ2(8)] 
n 

(2.3.2) 

(a ) 

The optimum replacement fraction qo that will 
minimize the variance in (2.3.2) is 

q 
a2 ` 

and Var [Y 
2(8) opt o t 

= 

6 
2 

2n[a 

2.4 Estimate of the Mean by Procedure (7): 

Retain all the PSU's from the first sample. 
In each of the PSU's retained, further retain 
only a fraction r of the SSU's and select a frac- 

tion s of the new SSU's such that r + s = 1. In 

each of the matched SSU's, retain only a fraction 
t of TSU's and select fresh a fraction u of TSU's 
such that t + u = 1. 

A general linear unbiased estimator of 
may be 

** _* 
y2(7) = a y1(7) + b y1(7) - y1(7) + 

d y2(7) + e y2(7) + (1 -d -e) y2(7) where 

1 
n tk 

Yh(7) nrmtk i=1 Yhij2' 
h = 1,2 

n rm uk 

Yh(7) = nrmuk i=1 jE1 £E1 
and yh(7) 

1 
n sm k 

iEl 
The variance of Y2(7) 
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is given by 

Var ['2(7)] = (a2 + d2) a' + (b2 + e2) + 

[(a + b)2 + (1 - d - e)2]y' + 2(ab + de)a* + 

2(ae + bd + be)d + 2add' 2(a + b)(d + e) pb 

+ 2[(d + e)(1 - d - e) - (a + b) 

where where 

a' = 
n nrmtk 

Sb2 Sw2 St2 
n nrmuk 

=Sb2+Sw2+St2 Sb2+ 
SW2 + 

n nsm ' Pb 

2 * 2 * 2 

Pt nrmtk ' 

+ and + pb Sñ + 

Sw2 

Pw 

2.5 Estimate of the Mean by Procedure (11) 

Retain a fraction p of the PSU's from the 
first sample and select a fraction q (such that 
p + q = 1) of new PSU's on the second occasion. 
Further, retain a fraction r of the SSU's with 
their samples of TSU's in each of the PSU's 
retained and select anew the remaining fraction s 
of SSU's such that r + s = 1. 

A general linear unbiased estimator of '72 is 

Y2(11) = a 31(11) b Y1(11) + (1 
- d - al ' 

+ d y2(11) e Y2(11) + (1 d - e) '2(11) 

np rm k 

7h(11) n prmk jil Yhij2' Yh(11) 

1 
np sm k 

npsmk iE1 

and 

It nq m k 
= 

h(11) Yhij.' 
h 1, 2 

The variance of 
372(11) 

is 

2 a 2 

Var [Y2(11)] = np 
[Sb2 + [Sb2 + + 

(a + b) 
2 

[Sb2+áo]+e2 [Sb2+áo] + 
nq np np sm 

(1 d 

nq 
e)2 

2ab + 2 
np 

[Sb2 + + 
n 

2 Sb2 
n 

[a e pb + bd pb + be pb + de]. The optimum 

weights are given by 

a - p r [s Sb2 pb 

ao 

bo = Ps [Sb2(gs Pb q Pb + r a 
0 

+ 

ao 



2 
a 

do pr ao [Sb2 (ao + qs + 

and 
a 

eo [Sb2(aó - qr pb ao - s 

+ ps) 

where 
2 

a/[(qs pb ßo + Sb2 + 
a 

)2 Pb Sb + 

s Sb2 + (q ps) 
ao)2] and ao, and a 

are the same as defined in section 2.2 and 2.3. 
2.6 Relative Efficiency 

In a design problem, it is important to 
study the relative performance of the different 
estimators. To study the relative efficiency of 
the four sampling procedures, it is necessary to 
have the same overall replacement fraction. 
Denoting the overall replacement fraction by q , 

it may be shown that for the Procedure (7)ßq 
* 

= 

s + u - s x u and for the Procedure (il), 

q* q + s - q x s. Let ÁM85 = Var [Y2(5)7/ 
2(5) 

Var Eÿ2(8)], RM87 Var Eÿ2(7)] /Var Eÿ2(8)] and 

RM811 = Var [y2(11) ] /Var N2(8)]. 

The relative efficiencies are computed for some 
selected values of the parameters and the design 
quantities. Limited space permits to present 
only a small fraction of the results in table 
2.1. In most cases, procedure (8) is more 
efficient than the other procedures. The effects 
of various quantities on the relative efficien- 
cies are discussed in details in the technical 
report. In tables 2.1 and 3.1, the symbols 

Sw2 /Sb2, St2 /Sb2, m = 16, k = 8, q = u = .5, 

s = .1 and q = .55. 

3.1 Estimate of the Change by Procedure (5) 

A_general linear unbiased estimator of 
- Y1) the change,may be written as 

°(5) = a y1(5) - (1 + a) Y1(5) + c y2(5) + 

(1 - c) 

and its variance is given by 
2 a 2 a 

Var [ °(5)] 
+ + (1 + a)2[Sn 

2 a 2 a 

+ 
c2 

+ + (1 - c)2 +nsm] 
+ 2ac 

[Pb Sn 

2 

+ - c) - CO. + a) - (1 + a) 

2 

(1 - c) ] x pb - 2[a(1 + a) - c(1 - c) 
Sb 

2 

n 
* 

For yh(5)' yh(5)' 
ao and see Section 2.2. 

The optimum weights are 
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-r a 
o 

ao - s 
and co = 

- s 

a 
o 

The variance of 
°(5) 

with optimum weights is 

a (a - 
6o) 

Var C 
°(5)] 

= [(1 - + 
m 

(3.1.1) 

Special Cases: It is easily seen from (3.1.1) 

that if s = 0, 
2 

Var [A 
(5) 

] = [(1 - + (1 - + 

2 

(1 

and if s = 1, we obtain 

(3.1.2) 

2 2 

Var [ °(5)] = n n Sb2 + + 
(3.1.3) 

From (3.1.1) and (3.1.3) it is clear that for 

positive correlations, it is advantageous to 
retain a fraction of SSU's from the first sample 

to estimate the change. 
3.2 Estimate of Change by Procedure (8) 

A_general linear unbiased estimator of 

(Y2 - Y1) is 

°(8) = a - (1 + a) y1(8) + c y2(8) + 

(1 - c) 
Y2(8) 

and its variance is given by 

Var [°(8)] a2 
np 

+ (1 + a)2 + c2 
np 

+ 

(1 - c)2 + 2ac 
np 

where 
ÿh(8) ' ÿh(8) , 

a and 6 are the same as 

defined in Section 2.3. The optimum weights are 

á 
ao a-q6 and oa-q6 

The variance of °(8) with optimum weights is 

Var ] =2a -6) 
(8) (a - q6) 

3.3 Estimate of the Change by Procedure (7) 

One possible linear unbiased estimator of 

the change may be of the form 

°(7) = a[ÿ2(7) - Y1(7) + b[ÿ2(7) - y1(7)] + 

(1 - a - b)[Y2(7) - 

and its variance is 

Var [°] - X 
4 
+ X 

3 
) + b2(2 - Sw2 

rm 



+ a3) + (1 pb)Sb2 + X3 + 2ab {(1 - low) + 

3 
1 - 2 13(a + b)] 

where 

= Sw2 
1 rm 3 sm smk 

Sw2 St2 St2 
2 ' 4 

The optimum weights are given by 

ao rtao [(1 - upt)(1 - spw)Sw2 + (1 - spt - 
2 

bo ru(1 - [(1 - upt)(1 - spw) Sw2 + 

2 

(1 - - rupt) 

3.4 Estimate of the Change by Procedure (11) 

One possible linear unbiased estimator of 
the change is 

A(11) = a[á'2(11) - - 1(11) + 2(11) - Y1(11)] 

+ (1 - a - b)[Y2(11) - 

and its variance is 

2 2 Sb2 
Var (11)] 2a + + np)] + 

2b2[Sb2 
Sb2 

np npsm np 

2 

2(1 - a - b)2 4ab(1 - 

The optimum weights are 

ao = pr a /D' and bo = ps(ao - /D' 

where no = [c(1- 
a 

D' = Sb2(1 - - sß0] (q + Ps) cl(1 -s2p) )1+ { c14(c2 +c2r+c2s)(1- spW) 

Bo] 

The variance of A(11) with optimum weights is 

similar meanings. These relative efficiencies 
are studied numerically and some of the results 
are presented in Table 3.1. The Procedure (7) 
provides the most efficient estimate of the 
change. 
4.1 Sample Allocation 

In most applications of sampling, cost is 
an important factor since the resources for 
sample surveys are always limited. Therefore, 
it is important to study the optimum allocation 
of the sample subject to a given cost. The 
optimum distribution of the sample to estimate 
the current population mean by Procedures (5) 

and (8) in two -stage successive sampling is 
considered here. It is assumed that the travel 
cost between units is unimportant. 
4.2 Allocation of the Sample in Procedure (5) 

A simple cost function for two occasions 
may be 

c(1) = c1n + c2nm; c(2) = c2nrm + c2 nsm 

where c1 is the cost of preparing frame and c2 

the cost of enumeration on the first occasion. 

c2 and c2 are the costs of enumeration on the 

matched and unmatched parts of the sample on the 
second occasion. The total cost for two occa- 
sion is 

c = + (c2 + c2r + c2 s)nm (4.2.1) 

where 

c c(1) + c(2). The variance of 
y2(5) 

in 

two -stage, is 

2 
- 

Sb2 
1 

Sw2 
Var 

= n + (1 - 
2) 

w 

(4.2.2) 

From (4.2.1) and (4.2.2) it may be shown 
that the optimum values of m and n are 

= {cl(1-spW)/[(1-s 
2 

a 
Var = (Sb2 + - Pb)(ao - seo) 

+ (ao - ßo)] x[Sb2(1 

(ao - sßo) {ao (q 

3.5 Relative Efficiency 
Let RC75 = Var [A(5)] /Var [A(7)], denote the 

relative efficiency of Procedure (7) with respect 
to Procedure (5). Symbols RC78 and RC711 have 
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4.3 Allocation of the Sample in Procedure (8) 
The total cost for two occasions in 

procedure (8) is 

c = (c1 +c1q)n + (c2 +c2p +c2q)nm (4.3.1) 

It is noted here that c1q is the additional cost 

of frame due to new selection of a fraction q of 
PSU's on the second occasion. The variance of 

for two -stage successive sampling is 
y2(8) 

2 

Var [Y2(8)] = ñ(Sb2 + SID x 



2 2 

[(Sb 2 + )2 - + 
Sm 

2 2 
[(Sb 2 + - + pw 

Sm 
)2] 

(4.3.2) 

Eliminating n from (4.3.1) and (4.3.2) we obtain 
2 

Var[y2(8)] = _[clcl 2(2c2 +c2 +c2)](Sb2 m) x 

2 

[(Sb 2 + Sm )2 + pw Sm )2] 

2 2 

[(Sb 2 )2 - t(PbSb2 + pw Sm 
(4.3.3) 

Now [Var (y2(8)] = 0 provides a sixth degree 

equation in m which is solved for the optimum m 
by the method of successive approximations. 
From (4.3.1), optimum n is obtained. 
4.4 Relative Efficiency 

Let REMC58 = Var [y2(8)] /Var [y2(5)] 

represent the relative efficiency of Procedure 
(5) with respect to Procedure (8). On the basis 
of numerical study (some of the results presented 
in Table 4.1) made, it is observed that the 
Procedure (5) is more efficient than the 
Procedure (8) to estimate the current population 
mean. 
Conclusions: It is observed from the extensive 
numerical study of the relative efficiencies 
that if the sampling is inexpensive and the 
precision of the estimates is of major interest, 
the sampling Procedure (8) is more efficient 
than the other procedures in most cases. How- 
ever, the gains of Procedure (8) over Procedure 
(5) are modest in most cases. If cost is taken 
into consideration, Procedure (5) is more 
efficient than Procedure (8) to estimate the 
current population mean. 
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Table 2.1 Values of RM85, RM87, RM811 

Pb Pw 

4)=.5, 4)=5, 4)=2 

Pt 
x y z x y z 

.5 

.5 

.7 

.9 

.5 100 

.7 92 

.9 79 

107 
107 

107 

100 

100 

100 

100 

93 
82 

107 100 
108 100 

109 100 

.5 .5 108 116 100 106 113 100 

.7 .7 .7 100 116 100 100 115 100 

.9 .9 86 116 100 88 118 100 

.5 .5 125 133 101 116 124 101 

.9 .7 .7 116 134 102 111 128 101 

.9 .9 100 135 102 100 133 101 

x = RM85 y = RM87 = RM811 

Table 3.1 Values of RC75, RC711, RC78 

4)=.5, 4)=2 4)=5, 4)=2 

b pw P 
t 

x y z x y z 

.5 .5 101 133 137 108 132 136 

.5 .7 101 133 138 108 137 141 

.9 101 135 139 105 142 148 

.5 .5 102 151 159 111 147 152 

.7 .7 .7 102 152 161 113 152 159 

.9 101 154 163 108 159 168 

.5 104 175 188 119 165 171 

.7 .7 104 176 190 125 171 179 

9 .9 103 179 195 120 180 191 

x = RC75 y RC711 z = RC78 

Table 4.1 Values of REMC 58 
* * 

q = .5 q = .7 

Pb 
=.5 .7 .9 pw =.5 .7 .9 

.5 129 129 133 141 142 147 

.5 .5 117 118 121 123 124 130 

10 114 115 118 119 120 126 

.5 122 122 124 133 133 136 

.7 5 113 113 115 119 119 122 

10 111 111 113 116 116 119 

.5 113 111 111 121 118 117 

.9 .5 109 107 107 114 112 110 

10 108 107 106 113 110 109 
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THE MULTIPURPOSE SURVEY OF SAUDI ARABIA -AN EXPERIMENT IN COMMISSION 

Ali Rashid, Central Department of Statistics 
Kingdom of Saudi Arabia 

and 
John Rumford, United States Bureau of the Census /U.S. Representation 
United States - Saudi Arabian Joint Commission on Economic Cooperation 

In accordance with the current Five Year Plan of 
Saudi Arabia, the Central Department of Statis- 
tics (CDS) is committed to implement three major 
household sample surveys. Included are surveys 
of vital events and migrations, labor force 
activities and family consumption expenditures. 
To collect this information as soon as possible 
and at the same time work within the constraints 
of the critical shortage of statistical manpower 
that is prevalent in Saudi Arabia today, the 
three surveys have been compressed into a single 
unitized system. The design of any one component 
of this multipurpose survey is not particularly 
unique, however, the integration of three very 
different types of information into one survey 
vehicle, the multiplicity of data that can be 
generated, and several of the evaluation and 
control techniques introduced are considered 
unique and may prove useful to other countries 
or areas where similar data are required in a 
short period of time and under conditions where 
statistical manpower is extremely difficult to 
acquire. 

The Survey Vehicle 

One of the most important elements in designing 
the multipurpose survey was the configuration of 
the vehicle itself. This involved considerations 
of sample size, sample dispersion, and sample 
periodicity. Two factors were instrumental in 
determining the sample size finally selected. 
The first was the geographic scope of the survey 
and the second the precision of the estimates 
that were considered to be of paramount importance. 

With respect to the scope of the survey, the vast 
differences between the urban and rural areas of 
the Kingdom in cultural heritage, living condi- 
tions, life style and facilities,made it neces- 
sary that separate estimates be obtained for 
each area. 

Concerning the precision requirements of the 
survey, the most nationally significant estimates 
that will be generated are the birth and death 
rates. Current estimates of vital rates derived 
from the latest United Nations information avail- 

able for the Kingdom 17/18/ suggests that the 
birth rate is approximately 50 per 1,000 popula- 
tion and the death rate between 20 and 23 per 

1,000. Based on results from similar surveys in 
other countries 6/7/8/9/15/16/, a sample of 
between 50,000 and 75,000 persons should yield 
relative sampling errors that will be within 
1 to 3 percent for the birth rate and about 4 to 

7 percent for the death rate. 

With regard to sample dispersion, though a sample 
size of under 75,000 persons is not particularly 
large, if the sample units are scattered through- 
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out the Kingdom, the logistical and control 

problems necessary to service them would be 
excessive. To avoid widespread dispersion, a 
multistage clustered sample was selected. The 
population within each last stage, sample unit 
in a cluster is approximately 500 persons. A 
unit of this size is compatible with the village 
settlement pattern in Saudi Arabia and, as has 
been demonstrated in other countries, relatively 
efficient as far as the casefinding of births 
and deaths is concerned 

Regarding periodicity, the subject matter of the 
survey demands that the enumeration be conducted 
more than once each year. Labor force activities 
are seasonal and month -to -month variations must 
be monitored. Price levels, and family expendi- 
tures also vary throughout the year and estimates 
must realistically reflect how the current state 
of the economy affects the budget of Saudi citi- 
zens. Moreover, the measurement of births and 
deaths require a continuing enumeration schedule 
to promote accurate reporting. 

The most critical periodicity component is the 
timely recording of births, deaths, and migrations. 
These events occur throughout the year and must be 
recorded continuously or they will be lost through 
memory decay or intentional misreporting. Moreover, 
vital rates are expressed as incidence measure- 
ments and are time specific. One of the more 
successful enumeration periods found to maximize 
vital event and migration reporting is by a 
regular monthly household visit 1/6/10/11/11. 

In the case of the family consumption component, 
it was necessary to take into consideration the 
seasonal patterns affecting production and 
consumption. Saudi Arabia has two distinct 
seasons, a mild winter and a very hot, dry summer. 
A semiannual enumeration, therefore,, was scheduled 
in the midseason periods of January and July. 

Labor force activities are also affected to some 
degree by the same climatic extremes and the main 
survey efforts are again conducted semiannually 
in the months of November and May. With labor 
force activities, however, it was also necessary 
to monitor changes in the employment status on a 
continuing basis, therefore, like vital events, 

a supplementary monthly cycle is used. 

Implementation of the Vital Event Component 

As indicated previously, the most critical compo- 
nent of the multipurpose survey is the casefinding 

of vital events and migrations, particularly the 

former. Because of this, the major implementation, 
enumeration and control decisions were oriented 
toward relieving the problems associated with the 
capture of these events. The occurrence of a 



birth or death is a very personal experience in 
any culture. To record these events successfully, 
a carefully trained and controlled network of 
enumerators atuned to the sensibilities of the 
respondents is required. Because of the paramount 
importance of enumerator - respondent rapport, the 
permanent resident enumerator concept was adopted. 
This method has proven successful in many countries 
where people are reluctant to confide in persons 
who do not come from their immediate cultural 
subgroup 5/10/11/. 

To implement the resident enumeration system, 
elementary school teachers are to be recruited 
as part -time enumerators. In most instances, 
these teachers teach school in or very close to 
the survey sample unit. 

The initiation of the monthly system is relatively 
uncomplicated. For the first round, beginning 
October 8, 1976, a date chosen because it marks 
the beginning of the school year, the enumerator 
conducts a complete initial canvass of every 
household in his sample unit. He fills out in 
triplicate all the basic census information 
required for all household members. Nothing 
is asked at this time about vital events, migra- 
tions, labor force activities or consumption 
expenditures. One copy of the questionnaire is 

retained by the enumerator, one is transferred to 
the Regional Headquarters and one is filed in the 
Central Office in Riyadh. At the end of every 
month, the enumerator visits each houshold, taking 
along the initial questionnaire. He asks if any 
births, deaths, migrations, or labor force changes 
took place since his last visit. If any of these 
events or changes occurred, they are recorded on 
three new questionnaires and the household census 
information is adjusted to reflect the changes 
brought about by the event. Again, one copy is 
kept by the enumerator, one is transmitted to the 
regional office and one is filed at the Central 
Office. Each monthly report for a household is 
cumulative. The latest questionnaire not only 
contains the events and household composition of 

the current month, but also includes all the events 
that may have occurred since the survey began. 
Considering the low probability of the occurrence 
of a given event in a population of less than 100 
households in any one month, most rounds are 
completed within a few hours. 

On the surface it would seem that if the monthly 
enumerators made their rounds religiously and that 
household respondents dutifully reported all events 
that occurred, at the close of the year the compu- 
tation of exact birth, death or migration rates 
would be a straightforward matter. Unfortunately, 
this is not the case. Even the most conscientious 
enumerators neglect monthly rounds. Respondents 
often do not bother to recall a migration or, 
through the heartbreak of tragedy, fail to mention 
the death of a loved one. Because of these 
problems, it has been demonstrated that one of the 
most successful methods of obtaining relatively 
complete reports of events is by using a dual 
estimation procedure 1/2/3/5/10/11/. The basis 

of the system is to record events using two 
independent data collection systems covering the 
same population and time period. The results of 
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the two systems are compared or "matched ", differ- 
ences are reconciled and the results are accumu- 
lated. 

In linking records, each report is classified by 
the enumeration system that found the event. The 
three classifications are (a) the same event was 
recorded by both systems, (b) the event was 
recorded by the first system but missed'by the 
second system, and (c) the event was recorded by 
the second system but missed by the first. The 
matching process used for record linking is the 
singular or "one -way" method. Singular matching 

is employed because of the relative simplicity 
and speed associated with the technique and because 
it is particularly appropriate where geographic 
out -of -scope problems related to indistinct enumera- 
tion area boundaries are common. 

There are several methods used to implement this 
dual enumeration process. One of the better 
techniques is to link a monthly system to an 
independent enumeration conducted on an annual, 
semiannual or quarterly basis /10/11/12/13/. 
Because of the shortage of trained cadre of full- 
time enumerators in Saudi Arabia, the annual 
enumeration system was selected to complement the 
continuing monthly report. This annual survey 
is implemented by a completely different team of 
enumerators at the end of the survey year and uses 
a recall period dating back to the beginning of 
the school year. 

Although the dual system has many provisions for 
control through self -evaluation, it is effective 
only after the fact in most cases. To rectify 
this problem, a unique control procedure is 
implemented that not only serves a control func- 
tion, but also provides a separate, independent, 
and complementary vital event coverage estimate. 

To apply this system, the sample units in each 
region are divided into three sections. At the 
end of the first three months, a regional enumera- 
tion team visits one of these sections and records 
all births and deaths that occurred since the 
survey's beginning. These results are matched 
against the accumulative monthly reports and 
coverage estimates are generated for the three 
month period. This procedure is repeated every 
three months using a sliding recall period. This 
type of active control insures that every sample 
unit is reinterviewed twice in a survey year. 
Moreover, the additional coverage estimate provides 
a running account of enumeration quality. 

Although these enumeration and control procedures 
are mainly oriented toward improving the coverage 
of vital events, they also improve the implementa- 
tion, coverage and quality of the remaining two 
components of the multipurpose survey - - the 
semiannual labor force study and the family con- 
sumption expenditure report. 

Implementation of the Labor Force Component 

The major purpose of the labor force component is 
to provide an accurate and current estimate of 
the domestic and foreign working population in the 
country. This estimate includes both an inventory 



of occupational skills by business and industry 
and selected information about the characteristics 
of the workers themselves. 

As indicated previously, the primary labor force 
survey enumerations are to be conducted in Novem- 
ber and May with a short supplemental monthly 
canvass. These particular months were selected 
because they represent periods of relative sta- 
bility in the work force. Due to the extremely 
hot weather extending from June through September, 
many businesses and industries curtail operations. 
This is the period of extended vacation and leave 
taking. In contrast to this exodus, a large influx 
of Saudi students temporarily enter the labor mar- 
ket during the summer recess and create a distort- 
ing picture. The November /May canvass measures 
the normal pattern; the monthly canvass, the 
seasonal cycles. 

The semiannual enumerations are conducted by the 
same, part -time resident enumerators who do the 
vital event rounds. They are issued a separate 
questionnaire containing only nine questions. 
The enumeration is restricted to persons age 12 
years and over. Because the first labor force 
round is conducted only one month after the 
initial census round, it is not necessary to ask 
such questions as name, age and sex. These and 
other items are linked automatically to the 
initial questionnaire. The second semiannual 
round conducted in May is designed to measure 
any changes in occupations and incomes that may 
have occurred during the six month period. The 
monthly inquiry consists of only one question, 
this pertains to changes in the employment status 
of the eligible labor force population. It 

requires a simple, self -coded answer and very 
little enumeration time is expended. 

Implementation of the Family Consumption 
Expenditures Component 

A general multipurpose survey system is not the 
vehicle to use for the execution of a traditional, 
intensive family consumption expenditure survey. 
Inquiries of this type require the techniques of 
multiple visits over short periods of time, long 
lists of expenditure items and full -time enumera- 
tors. No attempt was made to interject a consump- 
tion survey of this type into the multipurpose 
system. Instead two surveys are implemented. 
One, is a component of the multipurpose system, 
confined to the rural areas and designed only to 
provide consumption inputs into National Accounts. 

The other is a traditional expenditure survey 

executed exclusively and independently in the 

urban areas and designed to provide information 
for a Current Price Index. 

Because data from both surveys will eventually 

be used to create Kingdomwide SNA statements, a 

standard classification scheme is used for both 

at the publication level. 

As indicated previously, the rural expenditure 

survey is conducted semiannually in January and 

July. This again is necessitated by the seasonal 

extremes that dramatically affect the availability 

and quality of food stuffs and services. This is 
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particularly true in the rural areas where "own 
product" commodities and services are used. 

Like the labor force survey, the same part-time 
enumerators conduct the enumeration. They use 
a separate questionnaire for each household. 
The expenditure recall period extends to the past 
week for frequently purchased items and, to the 
past month for such items as rent, fuel and most 
durables. 

Multiplicity of Information Through 
Data Integration 

The integrated multipurpose survey approach 
as implemented in Saudi Arabia presents a total 
of information that is much greater than the sum 
of the individual parts. It is possible for 
example to examine fertility, mortality and 
migration differentials by labor force activities 
and consumption patterns. These added dimensions 
are provided without any increase in enumeration 
and supervisory personnel or additions in logis- 
tical support. 

The multipurpose survey design will probably not 
make specialized subject matter technicians 
completely happy. Obviously, the training of 
enumerators on any one component cannot be 
especially thorough. Part-time enumerators 
usually owe allegiance to their main source of 
income and not the after hours survey. The 
respondents themselves may be subject to confu- 
sion at times over exactly what the overall 
study is about. However, considering the economy 
of operation in personnel and time, and the 

multiplicity of information available, the multi- 
purpose survey approach incorporating some of 
the enumeration and control procedures used in 
Saudi Arabia may offer nations with a scarcity 
of statistical manpower a method of collecting 
different types of information rapidly; in- 
control and with the administrative and logis- 
tical advantages inherent in a unitized survey 
system. 
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PREDICTING THE OUTCOME OF FOOTBALL GAMES OR 
CAN YOU MAKE A LIVING WORKING ONE DAY A WEEK 

Larry T. Revo, Meharry Medical College 

It seems that every few years some individu- 
al comes along who claims to have supernatural 
powers of prognostication. The latest and, per- 
haps best, prognosticator currently performing is 
applying his specialized talents to the predic- 
tion of football games. His name is Danny Sheri- 
dan and he lives in Mobile, Alabama. This paper 
will present the results of Mr. Sheridan's selec- 
tions in 1974 and 1975 and compute the probabili- 
ties associated with his performance under the 
assumption that his chances of picking the winner 
are 50 -50 (i.e., the null hypothesis of no pre- 

dictive power). 
What Mr. Sheridan does so well is predict 

the outcome of football games "against the 

spread ". The spread is the number of points that 
the favorite has to give to the underdog to make 
the game even (i.e., to make betting a supposedly 
50 -50 proposition). If the favorite wins the 
game by more than the point spread, the favorite 
is considered to have beat or "covered" the 

spread. Conversely, if the favorite wins by less 
than the spread or loses the game outright, the 
underdog is considered to have beaten the spread. 
If the favorite beats the underdog by an amount 
exactly equal to the spread, the outcome is a tie. 

In September of 1974, Sheridan started send- 
ing his weekly selections to Bill Sellers, a 

Mobile Press Register reporter. He usually sent 
them on Thursday and Sellers opened them on the 

Monday following the games. By November, he had 

interested Sports Illustrated writer, Harold 
Peterson, in his forecasting talent and started 
sending Peterson his weekly selections. In 1975, 

he continued sending Sellers his weekly selec- 
tions and started sending same to Donald Fried- 

lander, a Mobile lawyer. In response to in- 

creasing requests, Sheridan started a phone and 
"football newsletter" service to paying customers 

in September of 1975. Thus, for all of 1974 and 

1975, his weekly selections can be fully docu- 

mented and it can be verified that he made these 
selections prior to game time. In addition, I 

have checked the outcome of Sheridan's selections 

myself. As far as can be determined, the results 
presented in this paper are reliable and verifi- 

able. 
The following table summarizes the results 

of Mr. Sheridan's selections in 1974 and 1975 

versus the spread, with the selections separated 
into the categories of "favorite" or "underdog" 
and College or Professional: 

1974 

Thus, for instance, there were 57 college games 
in 1974 in which Sheridan picked the favorite; 
the favorite won (beat the spread) 51 of these 
games for an astounding 89% correct. Similarly, 
there were 70 pro games in 1975 in which Sheridan 
picked the underdog; the underdog won 46 of these 
games for a winning percentage of 66 %, still hard 
to believe, since each game is supposed to be a 
50 -50 proposition. 

Under the null hypothesis that Mr. Sheridan 
has a 50% probability of correctly predicting the 
winner of a single game (versus the spread), the 
number of correct predictions, X, is a binomial 
variate with parameters p = .5 and n, the total 
number of predictions. This model assumes that 
the outcomes of Sheridan's selections are inde- 
pendent - that is, that the outcome of one game 
vis -a -vis his prediction has no effect on the 
outcome of any other of his predictions. This is 

clearly a reasonable assumption since the out- 
comes of any two games played on the same day are 

independent for all practical purposes. 
The probability of correctly predicting X or 

more games in n attempts is given by 

(7)(.5)n with p = .5 

under the null hypothesis. 

1975 

Won Lost Total Won Lost Total 

Favorite 51 (.89) 6 57 39 (.76) 12 51 

College Underdog 123 (.87) 19 142 87 (.77) 26 113 

Total 174 (.87) 25 199 126 (.77) 38 164 

Favorite 4 (1.0) 0 4 14 (.74) 5 19 

Pro Underdog 15 (.94) 1 16 46 (.66) 24 70 

Total 19 (.95) 1 20 60 (.67) 29 89 
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This quantity was computed for the various en- 
tries in Table 1, with the following exact 
results: 

Table 2 

Exact Probabilities (P Values) Under Ho for 
the number of Successes (Wins) in Table 1 

1974 1975 

Favorite 2.84 E -10 9.90 E -05 

College Underdog 3.86 E -20 3.56 E -09 

Total 5.74 E -29 1.61 E -12 

Favorite 6.25 E -02 3.18 E -02 

Pro Underdog 2.59 E -04 5.76 E -03 

Total 2.00 E -05 6.68 E -04 

All probabilities are given in scientific nota- 
tion; the number after the E (exponent) speci- 
fies the exponent of 10 which the number pre - 
ceeding the E is to be ultiplied by. Thus, 
2.84 E -10 2.84 x 10 which is equivalent to 
.000000000284 in decimal notation. 

Clearly, there is overwhelming evidence 
against the null hypothesis of no predictive 
power, especially in 1974. However, 1974 was a 

year in which college underdogs did much better 
than 50% versus the spread. In fact, college 
underdogs won 174 of 297 games, a winning per- 

centage of .596. Thus, had a prognosticator 
simply selected all college underdogs in 1974, 

he would have beaten the spread in almost 60% 
of those games. 

A glance at Table 1 indicates that Mr. 

Sheridan concentrated on underdogs in 1974; 71% 

of his college selections were underdogs. Thus, 
a reasonable question is - did Mr. Sheridan do 
so well simply because he selected so many 
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underdogs, or did he in fact do substantially 

better than someone could have done by selecting 

every 1974 college underdog, i.e., did he do 

substantially better than win 59.6% of his 

selections? Thus Ho: p .596 

H: p >.596 
The exact probabilityaof having 174 winners in 

199 selections under H is 5.64 E -18. Thus, we 
can not attribute Mr. 1974 college 

record to simply selecting underdogs indiscrim- 

inantly. 
Summary 

The binomial model has been used to test 

the hypothesis that Danny Sheridan has no 

powers of prognostication. The model was 

applied to his 1974 and 1975 football selec- 

tions. The results emphatically reject the 

null hypothesis, and argue that his powers, at 

least during 1974 and 1975, were of a super- 

natural order. 



HEROIN EPIDEMICS - DECLINE AND FALL OF EPIDEMIOLOGIC RESEARCH 

Alex Richman, Beth Israel Medical Center 
Helen Abbey, Johns Hopkins School of Hygiene 

"But, e, having and to the 
data it wowed have been more than 

wowed have been magic." 

Gneenwood, M. 1948 

INTRODUCTION 

Smooth, unimodal, skewed distributions of 
year of onset of heroin use, derived from groups 
of treated heroin addicts, are called "epidemic - 
like" curves and are generally alleged to reflect 
incidence. 

This paper shows how "epidemic- like" curves 
can be produced from treatment data without 
associated changes in incidence, ascertainment 
or duration of disorder. These findings are 
relevant to other types of non -infectious dis- 
orders where the number of patients ascertained 
is a non -linear function of time since onset. 

BACKGROUND 

Identification of "new cases" of heroin 
addiction in the community is difficult since 
voluntary reporting is unlikely and other forms 
of ascertainment are unreliable. Community 
surveys have difficulties in constructing suit- 
able frames for probability sampling; establish- 
ing reliable and valid instrumentation; inferring 
the characteristics of those non -interviewed; 
relating the quantity, frequency, duration and 
recency of heroin use to the "need for treat- 
ment" and assessing the characteristics of the 
relatively small proportion of the population 
who admit heroin use. O'Donnell et al's pro- 
bability survey of Selective Service registrants 
elicited 148 heroin users out of the 2,510 men 
interviewed (471 were not interviewed). Half 
of those who admitted heroin use had "used" 
heroin less than 10 times. 

In contrast to the relatively low yield of 
heroin users in community surveys is the large 
amount of data available for heroin addicts 
entering treatment programs. These treatment 
data have been considered to be "valid" indica- 
tors of the year of onset of heroin use or 
heroin addiction in the community. 

Graphs of these data show a rise and fall 
in the year of onset of heroin use among admi- 
ssions; the rise and fall is considered to 
reflect experience in the community. Although 
this interpretation seems rational, it is the 
purpose of this paper to show how such "epidemic - 
like" curves can occur independently of changes 
in onset in the community. "Epidemic- like" 
curves of heroin use do not necessarily indicate 
a common time for exposure; the results of per - 
son-to- person spread; the removal of suscepti- 
bles; or changes in virulence. 
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"Epidemic- like" curves of year of onset of 
heroin use in treated populations do not prove 
that there were corresponding peaks of heroin 
use in the community. Factors other than 

changes in incidence can produce "epidemic- like" 
distributions of the year of onset of heroin use. 

PEAK YEAR OF ONSET - Assumptions 

Much attention has been directed to the 
year of onset of heroin use (or addiction) among 
patients entering treatment programs. This 
distribution has been used to infer changes in 

morbidity in the community, to predict future 
needs for treatment, to assess the effectiveness 
of intervention programs, and for surveillance 
and monitoring of national trends. (Hunt and 

Chambers; Greene) 

Various assumptions are implied when changes 
in morbidity in the community are inferred from 
persons entering treatment. These assumptions 
include: 

i. The ratio of admissions to onsets is 

assumed to be constant. Changes in the number 
and type of admissions are assumed to represent 
proportionate changes in the number and types of 
persons in the community in need of treatment 
for the first time. 

We can only use treatment data to re- 
flect changes in morbidity if we know that the 
ratio of admissions to onsets has not changed 
over time. Since the probability of admission 
may vary over time, among different demographic 
subgroups and between places, assessments of 
community morbidity from admissions to treatment 
must be based on knowledge of the proportion of 
onsets who are admitted. If that proportion 
were known, treatment data would not be needed 
to infer changes in morbidity. A doubling in 

the number of new patients admitted to treatment 

doesn't demonstrate a doubling in the number of 

persons in the community in need of treatment 
for the first time. 

ii. Smooth frequency distributions are 

assumed to represent homogeneous sub -populations. 
The greater the number of random and independent 
variables which are combined, the more likely 

the output will result in a normal distribution 
function with a "peak ". (King) 

The sum xl + + xn of indepen- 
dent random variables, regardless of their 
individual distributions, has approximately the 
normal distribution under very general condi- 

tions (Ljapunov Theorem). Addition of data from 

populations with diverse distributions of year 
of onset will result in a smooth distribution 
with a peak. (Richman and Richman, 1975) 



iii. Changes in percentage distributions 
are assumed to be equivalent to changes in pop- 
ulation based rates. 

The number of admissions of long -term 
addicts varies from time to time, and fluctua- 
tions in the number of long -term addicts will 
affect the percentage of short -term addicts 
among the total number admitted even without 
any changes in the absolute number of short - 
term addicts. Changes in onset must be 
inferred from population based rates. 

iv. The probability distribution of 
admission for addicts in the community (speci- 
fic for time since onset) is assumed to be 
stable over calendar time. 

HUNT'S ESTIMATION OF "LAG" IN ENTERING TREATMENT 

The delay between onset of heroin use and 
subsequent entry into treatment is referred to 
as "lag ". Recently "lag" data have been used 
to project future admissions to treat- 
ment for a given program. Hunt (1975) asserts 
that "lag" is stable from time -to -time, con- 
sistent from place -to -place and can be estima- 
ted from onset cohorts. 

Hunt has published data on the distribution 
of lag intervals to be used in projecting future 
admissions. He assumes probability of admission 
is the same for addicts of specific duration of 
addiction regardless of year of onset, clinical 
correlates or complications, availability of 
treatment in previous years, type of current 
treatment or demographic characteristics. 
Hunt assumes that the duration of addiction 
or prospect of remission, or death are fixed, 

and do not change. 

The distribution of year of onset of her- 
use (or addiction)resembles graphs of time 

of exposure or onset of contagious disorders to 

such an extent that their assumptions and impli- 
cations for heroin addiction have not been 
adequately tested. The following model has 

been developed for testing assumptions, impli- 

cations and programmatic relevance of statisti- 
cal approaches to inferring changes in incidence 
from distributions of year of onset among 
treated populations. 

input variables - various number of years 
for which data collated. 

- time- specific probabil- 
ities of admission among new onsets in 

the community. 
output variables - distribution of time 

since onset among admissions for treat- 

ment. 

status variables - conditions which are 

kept constant throughout operation of 

the model are incidence, duration of 
disorder, remission, mortality, treat- 
ment capacity,-and perceptions of 
treatment needs. 

712 

To begin, let's construct a model with 
stable incidence, ratio of admissions to onsets, 
and duration - specific probabilities of admi- 
ssion from year to year. (FIGURE 1) 

Later, we plan to extend this model to 

include other cells of Figure 1 and to consider 
the effect of changes on some of the factors 
previously listed as status variables. We will 
also defer consideration of the differential 
effect of readmissions to long standing programs 
being called first admissions in newly estab- 
lished programs. 

What type of distribution of years of onset 
will result from the steady -state situation in 

Figure 1? Can we get "epidemic- like" curves 
without any change in incidence? 

TIME SPECIFIC PROBABILITIES OF ADMISSION AMONG 
NEW ONSETS IN THE COMMUNITY 

Let us use Hunt's projection of the time 
between onset and admission for those addicts 
entering treatment. (Later, we will use other 

estimates for this distribution). Hunt projec- 
ted that 12% of addicts would enter treatment 
within 1 year, 22% within -2 years, 26% within 

2 -3 years, 26% within 3 -4 years, 6% within 4 -5 

years, 3% within 5 -6 years and 3% within 6 -7 
years. (FIGURE 2) 

FIGURE 3 shows Hunt's projection with the 

number of dots representing the value of the 
percentage distribution. Each pattern depicts 

the number of patients entering treatment in a 
specific year following onset. 

DEVELOPMENT OF THE GRAPHIC MODEL 

Figure 4 shows the result of using Figure 3 

(an onset -year cohort with admissions in success- 
ive years) as a module to build up the distribu- 
tion of patients admitted during 1965 -1975 with 

onset of heroin use in 1965 -1975. A stable state 

is assumed with constant incidence of heroin use, 
a constant rate of treatment entry and no changes 
in duration of the disorder, perceptions of 

treatment, or treatment capacity. The onset - 
year cohorts are shown horizontally, the admiss- 
ion groups are represented vertically. The 
group admitted during 1971 is flagged; it can be 

seen that 12 of the patients began heroin use in 

1971, 22 in 1970,...and 3 began in 1965. With 
no change in incidence of heroin use in the 

community, what is the distribution of year of 
onset of heroin use among the 1971 group of 
admissions? 

Figure 4 was rotated and the 1971 admission 
group separated in Figure 5. What was the time 
since onset of heroin use among patients admitted 

in 1971? Among the 1971 admissions the onset of 

heroin use had peaked 4 years earlier. Figure 

6 converts the abscissa from years since onset 

to calendar year of onset. "Epidemic- like" curves 
occur with distributions of years between onset 
and admission other than Hunt's projection.(Fig.7) 



DISCUSSION 

The model is based on assumptions of a 
stable state with: 

- no changes in onset in the community; 
- constant probability of eventual admiss- 

ion for addicts in the community; 
- unchanging time- specific probabilities 

of admission; 
- uniform duration of the disorder,or rate 

of mortality; 
- fixed capacity for admitting new patients. 

Such a stable state has the properties of 
a stationary population in a life table. In a 

stationary population the numbers of births and 
deaths are constant and the age distribution of 
deaths in the cohort and the age distribution 
in the life table population are identical 
(Lotka). In our demographic model for heroin 
addiction, the number of onsets (births) and 
the number of admissions (deaths) are constant 
over time; the distribution of time since onset 
of heroin use in onset cohorts is identical with 

the distribution of time since onset of heroin 
use in a group of admissions. Figure 6 is a 

mirror image of Figure 2. 

In a non -truncated version of Figure 4 
any column and any row would be identical, e.g., 

the distribution of time since onset of heroin 
use is identical for the cohort with onset of 
heroin use in 1970 and the group admitted in 

1970. 

Therefore, a log- normal distribution of 
time since onset of heroin use will appear in a 
group of admissions if that is the distribution 
among the onset cohort. This log- normal dis- 

tribution is an "epidemic- like" curve. 

This phenomenon of apparent clustering in 

time is not restricted to log -normal distribu- 

tions, but also applies to normal distributions 
and other non -linear functions. 

Pseudo -epidemics (or clustering in time 

without change in incidence) can occur in other 
conditions where there is a log- normal distri- 

bution of time between exposure and diagnosis. 
These conditions include, in addition to bac- 
terial and viral diseases (Sartwell), post- 
radiation leukemia, iatrogenic blood dyscrasias 
and bladder tumors in dye stuff workers 
(Armenian and Lilienfeld). If data on the year 
of exposure were graphed for groups of patients 

diagnosed with chronic conditions,we would get a 

clustering in year of exposure, a rise and fall 

in the distribution of patients with the condi- 
tion even if there had been no change in the 

extent of environmental exposure. It is essen- 
tial to be able to differentiate this pseudo - 
epidemic from situations where there have been 
true changes in exposure and incidence in the 

community. 

Further work is necessary to assess the 
effect on the model of other factors. What is 

the effect on the nature and characteristics of 

the "epidemic'like" curve when there are varia- 
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tions in the following individual factors: 

ascertainment - probability of eventual 
admission; time specific rates of 
admission for those who are admitted; 
availability, accessibility of different 
types of treatment. 

natural history - probability of becoming 
addicted after initial trial of heroin; 
interval between initial use of heroin to 
onset of addiction among those addicted; 
demographic characteristics of addicts 
(ethnic, sex, age); remission of addic- 
tion, or mortality. 

social or community factors - short term 
changes in law enforcement, availability 
of heroin, methadone on the street, 

social sanctions. 

An epidemiologist has been defined as an 

expert from out of town who slides to glory on 
the descending limb of the epidemic curve. 
(Fox, Holland, Elveback) Let us strive to 
differentiate the descending limbs of onsets in 

the community from the descending limb of 

pseudo- epidemics. 

* * * * 

REFERENCES 

Armenian HK and Lilienfeld AM: The distribution 
of incubation periods of neoplastic diseases, 
Am. J. Epidemiol. 99: 92 -100, 1974. 

Greene MH, Kozel NJ, Hunt LG and Appletree RL: 
An assessment of the diffusion of heroin abuse 
to medium sized American Cities, Washington: 
USGPO, 1974. 

Greenwood M: Medical statistics from Graunt to 

Farr, Cambridge University Press, 1948. 

Hajek J: Probability theory (Ljapunov theorem) 
in Survey of Applicable Mathematics (K. Rek- 

torys ed.) Cambridge, Mass: The M.I.T. Press, 

1969. 

Hunt LG: Admission Records. A tool for treat- 
ment program planning, Washington: Drug Abuse 

Council, 1975. 

Hunt LG and Chambers CD: The Heroin Epidemics, 

New York: Spectrum Publications, 1968. 

King JR: Probability Charts for Decision Making 
New York: Industrial Press, 1971. 

Lotka AJ: Elements of Mathematical Biology, 

New York: Dover, 1956. 

O'Donnell JA, Voss HL, Clayton RC, Slatin GT 

and Room RGW: Young Men and Drugs -A nation- 

wide survey, Washington: USGPO, 1976. 

Richman A and Richman VV: Heroin addict fore- 

casting- statistical fallacies and disputed 
facts, Proceedings of the American Statistical 
Association, Social Statistics Section, 
Annual Meeting, 1975. 

Sartwell PE: The distribution of incubation 
periods of infectious disease. Amer. J.Hyg. 

51:310 -318, 1950. 



25 

ONSETS IN COMMUNITY 
FIG,1 

DECREASING STABLE INCREASING 

FIG.2 

DISTRIBUTION OF TIME BETWEEN 
ONSET OF HEROIN USE 
AND TREATMENT ENTRY 
HUNT'S PROJECTION ) 

FOP GROUP WHO WILL 
EVENTUALLY BE ADMITTED 

-4 

YEARS BETWEEN ONSET AND ADMISSION FOR GROUP WHO WILL EVENTUALLY BE ADMITTED 

YEAR 1 

s.. 

12 

YEAR 2 

. 

0000 
_22 

YEAR 3 . 
26 

YEAR 4 

.... . 
.... 

_26 

YEAR 5 

. 
6 

YEAR 6 

3 

YEAR 7 

3 

FI6.3 

YEARS BETWEEN ONSET AND ADMISSION FOR GROUP WHO WILL EVENTUALLY BE ADMITTED 

(NOTE: THESE ARE THE SAME DATA AS IN FIG. 2) 

o 

PERCENTAGE DISTRIBUTION OF ADMISSIONS 1974 -75 
BY YEAR OF ONSET OF ADDICTION 

FOR SPECIFIC DURATION - SPECIFIC PROBABILITIES 
OF ADMISSION 

i 

LOG NORMAL DISTRIBUTIONS 

IN FIRST YLAR, i IN FIRST YEAR, DY TINTO 

IN FIRST YEAR, BY YLAR * 
IN FIRST YEAR, TIMID YEAR 

I 

66 68 ' 72 
YEAR OF ONSET 



SIL 

a Wav 
8 949, 

C 

£ i .. ..5 u ea . . .. 
L 

E 

L 9 

9 S 873A i5 .... .. 500 .. 
e... 

t 893A 

es. 

t 873A 

. . 
9 S 

5 555 N 9Z 5. ZZ 

... .0 

t 

E 9Z ..9 
M... ..e 

9 

9Z 

s 

.ZZ e.. 
000 

ZL 
.50 
0. .0 
8Y3A 

E 9 9Z 

N.. s 
893 9 

9 

9 . 
05m 

t E 893. 
9Z . ZZ e s.. 

sees ese 0 
E 973, 

ZZ 

0000 
00.. :. 

ZL 
e. .5 

t 
ZL . .. 

893 

9 

.... 

..e.. 55 
ZZ 

.es .e. me. .e 

a73A 2 

e.... saes 
Nee.. ... 

9Z 
e.. 

..e Nee 
E 

55 e. 
9060 

t 893 

.ZZ . 
e... 0.. o.. 

'á73A 

.ZZ . 
s... 

ZL e.. e.. 0. .. 

s.. 

9L66 

EL6L 

9966 

49966 

4L96 AlIJVdVJ 1N3W1V3N1 'S 

A111V1N0W 

NOISSIWQV 

S3I11118V808d JI3IJ3dS 3WI1 

A11V01N3A3 

11IM OHM S13SN0 JO NOI1N0d0Nd 'Z 

NV3A 01 NV3A NINON 'T 

8961 

696 ON 

S961 ASNO L 

9961 ASNO 9 

L961 ASNO 

896T 13SN0 

696T 13SN0 

OL61 S8v3A 

TL6T 

13SN0 

13SNO 



REARRANGEMENT OF FIGURE 4 

TU EMPHASIZE 

ADMISSIONS DURING 1971 

25- 

20- 

15- 

10- 

5- 

YEAR OF ONSET OF HEROIN USE 

AMONG ADMISSIONS 

DURING 1971 

<N_ 
m 

7 : 
a 

I 

FIGj 

FIC.6 

1965 1966 1967 1968 1969 1970 1971 

YEAR OF ONSET 

The assistance of Ms. T. Dubrow and Ms. P. Zappel, and the comments of: 

Drs. P. Kohn, P.V. Lemkau, B. Locke, F. Lundin, R.W. Morgan, J.A. Newmeyer, 

J.O'Donnelt, P. Person, S.B. Sells, D.T. Wigle and K.W. Deuschle are acknowledged. 

This research is supported by Grant Number 00666 -03 from the National 
Institute on Drug Abuse. 

716 

307 Second Avenue 
New York, N.Y. 10003 



A MODIFIED HOUSING -UNIT METHOD FOR SMALL -AREA POPULATION ESTIMATION 

Norfleet W. Rives, Jr., University of Delaware 

1. INTRODUCTION 

The College of Urban Affairs and Public Pol- 
icy at the University of Delaware maintains an ex- 
tended survey capability to support various plan- 
ning and evaluation projects conducted by State 
and local public agencies. A central element of 
this survey capability is the New Castle County 
household address file. The University is located 
in New Castle County, the largest county in the 

State. The estimated 1975 population of the 
county is 395,000. The household population is 

distributed among approximately 130,000 housing 
units. The county household address file contains 
information on physical location for each house, 
apartment, or other structure occupied or in- 
tended for occupancy as separate living quarters. 

The ability of the household address file to 
support different programs of survey research in 

New Castle County is well documented in numerous 
reports published by the College of Urban Affairs 
and Public Policy. These reports typically sum- 
marize the findings of household surveys conducted 
on a large scale, but, more recently, and with fur- 
ther improvement in the accuracy and completeness 
of the basic file, several projects on a smaller 
scale have been undertaken. One project is con- 
cerned with the estimation of local population. 

The procedure involved in using the county ad- 

dress file to estimate population is based on the 

same principle as the housing -unit method for esti- 

mating the postcensal population of urban areas 
(Shryock and Siegel, 1971). The housing -unit 
method produces a figure for total resident popu- 
lation by combining information on (1) the stock 

of housing units, (2) average household size, (3) 

the vacancy rate, and (4) the population in group 
quarters. The estimating equation is: 

P bH(1-w)/(1-g), (1) 

where: P = total resident population, 

H = stock of housing units, 

b = average household size, 

w = vacancy rate, and 

g = proportion of population 
in group quarters. 

The usual method for estimating H is given by the 
expression: 

H = + Ha - Hd, 

where: H = stock of housing units 
c in the most recent census, 

Ha housing units added to stock 
during the postcensal period, and 

(2) 
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= housing units demolished between 
census date and the estimation date. 

Various sources of information may be used to ob- 
tain numerical values for b, w, and g. 

The accuracy of the conventional housing -unit 
method clearly depends upon the accuracy with which 
the components of equation 1 can be estimated. The 
usual procedure in many areas is to derive esti+ 
mates for b, w, and g from the most recent census. 
This procedure is simple and inexpensive, even 
though the dated usefulness of census information 
is well known. The usual procedure for estimating 
H is to update the census figure (H ) with informa- 
tion collected locally on housing -unit completions 
and demolitions. According to several recent stud- 
ies on the accuracy of different postcensal popula- 
tion estimation methods, the quality of completion 
and demolition certificates is subject to consider- 
able variation at the local level, and this is a 

principle reason for the frequently poor performance 
of the housing -unit method (Morrison, 1971; Star - 

sinic and Zitter, 1968). 

The use of a household address file to esti- 
mate the current stock of housing units will cer- 
tainly not overcome all of the problems associ- 
ated with the use of census statistics in combina- 
tion with unit completion and demolition certif- 
icates, but the former approach will not be any 
less effective, and, depending upon how the file 
is updated, it may actually be more effective. 
Segments of the New Castle County file, correspon- 
ding to specific geographic areas, are periodically 
re- field -listed in connection with particular sur- 
vey projects, but this is not the primary method 
for continuous monitoring. The general file is 

routinely updated using (1) completion and demoli- 
tion certificates, (2) public utility records on 
the connection and disconnection of electric meters, 
and (3) regular reports from survey personnel on 
the actual status of housing units encountered in 

the course of conducting interviews. This partic- 
ular combination of information has been found to 

facilitate the maintenance of the address file, 

and, therefore, it should facilitate the estima- 
tion of the total number of county housing units 
on a given date. 

If one can assume that a household address 
file provides a reasonably accurate and complete 
specification of a particular stock of housing 
units, then one is in the rather fortunate posi- 
tion of being able to construct a useful popula- 
tion estimate with a relatively simple statistical 
procedure. Population estimates produced by this 
procedure are designated modified housing -unit esti- 
mates, because the procedure is mechanically sim- 
ilar to the conventional housing -unit method. The 
following section presents the theoretical founda- 
tions of the proposed method, and the final section 

illustrates its application to a particular city in 
the State of Delaware. 



2. THEORETICAL FRAMEWORK 

Let H be the total number of housing units in 
a perfectly specified household address file fora 
given area, and let Xi be the number of persons 
who usually reside in the ith unit; vacant units 
will have X. equal to zero. Suppose now that one 
samples this file, selecting n household addresses 
at random. The sample may be either simple random 
or systematic, depending upon whether one is will- 
ing to assume that the ordered series (X11,..., ) 

forms a random sequence. In practice, tFiis wilt 
usually be a tolerable assumption, primarily be- 
cause systematic samples are less expensive to se- 
lect and routinely produce only slightly larger 
variance terms than those obtained from simple 
random samples (Kish, 1965). 

Information on the number of persons who 
usually reside at each household address in the 
sample group may be obtained either by mail or by 
personal interview. The mail approach is less ex- 

pensive, but more difficult to control, and it may 
produce a troublesome level of nonresponse, even 
though one can hardly expect respondents to become 
disgusted and impatient with a simple prepaid post- 
card containing a pleasant explanatory note, a sin- 

gle non -threatening question, and possibly some of- 
ficialemblem such as a university seal. The inter- 

view approach is more expensive, but it is less 

difficult to control and can usually be relied upon 
to produce the desired information with relatively 
few problems. If only a single question is in- 

volved, however, as in the present case, then an 

survey can hardly be justified, unless 
the interviewing process is virtually costless. 
Conversely, if the single question on household 

size can be appended to a larger survey which has 
the proper sample design and would have been con- 
ducted in any event, then the marginal cost of in- 
terviewing to obtain household size data for the 
sample group is relatively small. 

When the household address file has been sam- 
pled and the household survey completed, one will 
be left with the statistical series (X1,...,X ). 

Average household size (b) can then be estimated 
from the equation: 

b = (X1+...+Xn-k)/(n-k) (3) 

where k is the number of vacant units in the sam- 
pie. The estimated vacancy rate is given by the 

expression: 

w = k/n . (4) 

A point estimate of the total population in 
households can now be obtained from the equa- 

tion: 

Ph = bH(1-w) (5) 

This estimate, combined with an independent esti- 
mate of the population in group quarters, can be 

used to produce a final point estimate of total 

resident population. If g is the proportion of 
the area population in group quarters, then total 

resident population (P) is given by the expression: 

P = Ph/(1-g) (6) 
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To provide for the direct estimation of P from the 
sample data, equation 6 can be rewritten in the 
form: 

bH(1-w)/(1-g) (7) 

A useful source of information on the propor- 
tion g is the most recent census. If the local 
group -quarters population is small in relation to 
the total resident population, as is typically the 
case, then the census proportion can be safely ap- 
plied in equation 7. In areas where the popula- 
tion in group quarters is proportionately large, 
this population will almost always have a primary 
source, such as an institution of higher education 
or a correctional facility. Information on the 
size of these populations can normally be obtained 
from the appropriate institutional officials, but, 
in the case of student populations, one should be 
careful to select only students who are area resi- 
dents and not otherwise subject to the risk of 
having been included in the household survey. If 
the area under study contains a military installa- 
tion, one should obtain a separate estimate of the 
total resident population of the installation from 
appropriate installation personnel. Information 
of this type is routinely available for official 
purposes, with the approval of the installation 
commander. 

An important methodological issue in the esti- 
mation of average household size (b) and the va- 

cancy rate (w) is the determination of sample size. 
The number of housing units surveyed will directly 
affect the cost of the project, the time required 
to complete it, and the statistical precision of 
the population estimate. 

Assume that an estimate of the true vacancy 
rate (R) is desired accurate to within a fixed pro- 
portion E, with statistical precision given by the 
standard normal variate z. Under these circum- 
stances, the minimum sample size (nw) can be ob- 

tained from the expression: 

2 

n = 
Nz R(1-R) 

w (N-1)E2 + z2R(1-R) 
(8) 

This expression is the familiar equation for the 

determination of sample size when the sampling 
frame is finite (Lapin, 1975). 

Equation 8 cannot be solved without a value 
for R, and this puts one in the rather awkward 

position of needing the value of a parameter to 

find the value. Actually, the value for R in equa- 
tion 8 is an intermediate value in the calculation 
procedure, and one can afford to select a value in 
a rather casual manner. If some estimate of the 

vacancy rate cannot be obtained locally, then the 

most recent census may be a useful source of in- 
formation. A less desirable solution is to use 
the maximum value of the product R(1 -R) in equa- 
tion 8. Since R is a fraction, the product R(1 -R) 
will reach a maxima when R equals 0.5, but it is 
quite unlikely that a local vacancy rate for all 

structures combined would ever reach 50 percent. 

The minimum sample size required to estimate 
average household size can be found using an 



expression similar to equation 8. Let V(X) be the 
variance of household size, and assume that an 
estimate of true average household size is desired 
accurate to within F persons per unit, with sta- 
tistical precision again given by the standard nor- 
mal variate z. The sample size in question is the 

solution to the equation: 

Nz2 V(X) 

(N -1)F2 + z2 V(X) 
(9) 

This equation, like equation 8, is the usual ex- 
pression for the determination of sample size 
when the sampling frame is finite (Lapin, 1975). 

The variance term V(X) in equation 9 should 
ideally be the population variance, but the actual 
parameter is almost always difficult to obtain. 

Census tabulations on household size could be used 
to construct a reasonably good approximation to 

V(X), but this approach will be subject to one 
rather important limitation: Since the most recent 
census in 1970, there has been a significant in- 

crease in the rate of formation of primary (single - 
person) households in the United States (Kobrin, 
1976). This means that the variance of household 
size has almost certainly declined during the post - 
censal period. The extent of any such reduction 
will obviously depend upon the particular local 
population being studied. In general, the esti- 

mated variance of household size obtained from the 
1970 Census should be considered a maximum value, 
and, indeed, one may even want to use a smaller 
figure in the calculation for sample size. 

The minimum sample size required to estimate 
the vacancy rate with a given statistical preci- 

sion will rarely equal the minimum sample size re- 
quired to estimate average household size with the 
same precision. Since the household survey oper- 
ates on a single sample, the estimates from equa- 

tions 8 and 9 must be reconciled. The most defen- 

sible solution to this problem is to select the 

larger of the two sample sizes. This will insure 

a certain minimum level of statistical precision 
for one of the parameter estimates and a somewhat 
higher- than -desired level for the other. Increas- 

ing the number of housing units to be surveyed be- 

yond some lower limit should not be a cause for 

concern, because the marginal cost of sampling is 

usually quite small, especially when the survey is 

conducted by mail. 

3. EMPIRICAL APPLICATION 

The modified housing -unit method to estimate 

local population was originally evaluated using 

census and survey statistics for the City of Newark, 

Delaware. The Newark household address file was 

the first component of the New Castle County file, 
with other areas being added to the system between 

1968 and 1973. The procedure for updating the 

Newark file is well established, and the quality 

of the information used in this process has been 

subjected to rigorous testing on more than one 

occasion. The most recent estimate of the total 

resident population of Newark was prepared for the 

midyear date, July 1, 1975. The following discus- 

sion summarizes the estimation procedure. 
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The Newark household address file contained 
6,509 housing unit locations on July 9, 1975, the 
day the survey sample to estimate local population 
was actually drawn. Since the Newark file had been 
updated only five weeks before this date, no minor 
adjustments were made for file specification errors. 
Under other circumstances, it might have been neces- 
sary, or at least advisable, to adjust the file for 
known biases. 

Prior to selecting the sample, it was decided 
that the vacancy rate should be estimated to with- 
in 1 percent and average household size to within 
0.1 persons per unit, both with 80 percent statis- 
tical significance. According to an analysis of 
census tabulations, the approximate variance of 
household size in Newark in 1970 was 1.72. To al- 
low for the effect of an increase in the propor- 
tion of primary households on the variance of house- 
hold size, the census figure was reduced to 1.50; 

this adjustment is clearly arbitrary. The 1970 

Census vacancy rate for the Newark area was less 
than 2.5 percent, but a 1974 estimate prepared lo- 

cally put the rate closer to 3.0 percent. After 
some deliberation, it was decided to accept the 
more recent figure. 

The minimum number of housing units required 
to estimate the vacancy rate with the desired pre- 
cision was computed using equation 8. The solu- 
tion value for n was 445. The corresponding solu- 
tion value for tie minimum sample size necessary 
to estimate average household size with the 
desired precision, following equation 9, was 237. 

According to the decision rule previously estab- 
lished, the minimum sample size for the survey 
should be 445, since 445 is obviously larger than 
237. The actual survey sample consisted of 500 
housing units, however, to allow for the effect 
of survey nonresponse. This adjustment was pur- 
posely smaller than the usual adjustment, because 
the survey, which was conducted by mail, contained 
only a single, relatively insensitive question. 
The usual over -sampling rate for mail surveys con- 
ducted by the College of Urban Affairs and Public 
Policy is closer to 20 percent. 

Each household receiving a survey postcard 
was asked to provide a simple count of the number 
of persons who usually resided in the unit on 

July 1, 1975. The survey period was set at four 
weeks from the date of mailing, and, at the end 

of this period, 462 responses had been obtained. 

The Newark Post Office indicated that 15 units 
were vacant, and, according to other sources, 2 

units had been demolished. The remaining 21 units 
were simply classified as legitimate nonresponses, 
although 3 postcards were received several months 
after the survey had technically been completed. 

No attempt was made to identify nonrespondent 

units. 

The survey data were processed manually to 
produce estimates for the vacancy rate (w) and 

average household size (b). The estimated value 

of b was 2.94, and the estimated value of w was 

3.1 percent. When these estimates are substitued 

into equation 5, one obtains an estimated house- 
hold population of 18,553. 



The final estimate of the total resident pop- 
ulation requires only an estimate of the popula- 
tion in group quarters. The principal source of 
the group -quarters population in Newark is the 

University of Delaware. According to University 
enrollment records, the number of students to be 

added to the resident population of Newark was 
approximately 6,800. This figure was compiled 
from data for the preceding academic year and the 
first session of summer school. 

If 6,800 were added to the population in 
households, then the estimated total resident pop- 
ulation of the City of Newark on July 1, 1975, 

would be 25,353. The 1970 Census population was 
21,078. This would make the average annual growth 

rate during the postcensal period 3.5 percent, an 

entirely plausible figure for a small metropoli- 
tan community in New Castle County. 
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STATE DEMOGRAPHIC CENTERS: THEIR CURRENT STATUS 

Harry M. Rosenberg 
The University of North Carolina 

George C. Myers 
Duke University 

An element common to the statistical 
planning needs of many State and local programs 
is demographic information, that is, statistical 
data on the size, characteristics, and geographic 
distribution of the population. Such information 
serves a variety of governmental purposes below 
the national level. These include, for example, 
establishing program targeting needs in human 
services (health, education, social services, 
employment training), estimating population - 
related demand for capital improvements, alloca- 
ting revenues under the many statutory formulae 
that include a population size factor, and 
conducting social and economic research for 
States and local areas. 

Associated with the growing use of State and 
local demographic information has been the 
emergence in recent years of identifiable centers, 
within State government, capable of processing, 
analyzing, and disseminating population informa- 
tion directly relevant to the needs of specific 
State and local programs. Because development 
of such "State demographic centers" has 
proceeded almost autonomously, that is, largely 
in the absence of Federal guidance, standards, 
and resources, little comparative information 
has heretofore been available on the nature of 
the centers --on the scope of their activities, 

on the adequacy of their resources to meet the 
public's need, and on the way in which their 
activities articulate with those Federal 
statistical agencies whose capabilities they 
assist in extending at the state and local levels. 

Recognizing the importance of strengthening 
the capability of States to make the most 
effective use of Census information, particularly 
as we approach the 1980 Census of Population, a 

survey of states was undertaken under the 
auspices of the Southern Regional Demographic 
Group,l to collect comparative information on 
the way in which state governments are presently 
organized to respond to State and local needs 
for demographic services. 

The Survey 

The survey, which covered 16 Southern states 
and the District of Columbia,2 was designed to 
provide information on the nature of the 

Presented at the 1976 Annual Meeting of the 
American Statistical Association, Boston, 
Massachusetts, August 1976. This is to acknow- 

ledge Conrad Taeuber, Center for Population 
Research, Georgetown University and Meyer Zitter, 
Population Division, U.S. Bureau of the Census, 
who assisted in developing the questionnaire 
and made useful comments on the survey results. 
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administrative environment within which demo- 
graphic research and services are provided by 
State government in the South, on the personnel 
and budgetary aspects of these activities, and 
on the nature of the actual services rendered. 
While the survey focussed on the Southern Region 
of the United States, it is our impression- - 
after reviewing results of the survey with State 
officials outside the Region and with staff of 
the U.S. Bureau of the Census --that the general 
characteristics of the State operations and the 
issues surrounding them are not unique to the 
South. Indeed, because of the rapid moderniza- 
tion of government in the South, State demographic 
activities in this Region may be at the forefront 
of developments elsewhere in the Nation. 

The survey entailed sending questionnaires 
to each State in the Region and to the District 
of Columbia, directed to those government 
officials thought to have the most comprehensive 
perspective and knowledge of state statistical 
activities. These were Officers of State Budget, 
State Planning officials, and technical persons 
identified by the U.S. Bureau of the Census as 
State Liaison for coordinating county population 
estimation activities.3 Completed questionnaires 
were received from all the areas. 

Results of the survey provide a source of 
comparative multi -state information on the way 
in which States provide statistical information 
on population to their constituents; on the way 
in which State governments extend the data use 
capabilities of the Census Bureau; and on how 
State demographic centers constitute an unheralded 
but important element of the larger national 
statistical system. 

Administrative Setting 

In many different agencies of State 
government there exists an impressive capability 
to use population statistics, particularly 
information from the Census of Population, in 

support program needs. For example, State 
health departments use population data in the 
analysis of vital statistics; Employment Security 

Commissions and State Departments of Labor use 

demographic information and methods to carry out 
manpower and labor force analyses; and the use 

of Census data and projection methods is often 

important in State economic development 

activities. More recently, population work has 
come to be associated with yet another adminis- 
trative setting within State government, namely 

Offices of State Planning, which are emerging 
as the State foci for planning coordination 
among line departments.4 These offices, which 

often work closely with the Governors' Offices 
and which provide program analysis support to 
the State Budget function, are now found in 

virtually every Southern State.5 



The ubiquity of Census data and demographic 
capabilities in State government has had two 
important consequences over the years. The first 

is that many departments prepared their own 
current population estimates and population 
projections for the State and its geopolitical 
subdivisions long before the Census Bureau 
initiated similar activities at the National 
level. A second consequence of the dispersion 
of demographic work among State programs, was 
confusion among users, both local and State 
agencies, of a 'best' place to obtain demo- 
graphic technical assistance and population data. 
This was complicated particularly with respect 
to identifying an 'official' set of population 
estimates and population projections which 
could be regarded as methodologically reliable 
and officially sanctioned for, say, planning 
or State revenue distribution purposes. 

From a situation in which many State 
agencies have played a role in demographic work, 
there developed in many States the recognition 
of a need for a 'lead agency' that could carry 
the burden of providing official, authoritative 
figures to the public; that could consolidate 
costly data resources; that could coordinate 
liaison with local and Federal officials with 
respect to Census data; and that could respond 
to or coordinate responses to population 
queries directed at State government. This 
movement toward 'lead agency' designation was 
given impetus during the 1960's by two develop- 
ments: the emerging planning coordination role 
of Offices of State Planning and the initiation 
of the Census Bureau's program, in 1967, to 

cooperate with States in the production of 
county population estimates.6 A key feature of 
the Census Bureau's program was a requirement 
that the Governor designate a State official 
who would serve as State Liaison to the U.S. 
Bureau of the Census for population estimates. 
In his role, the State Liaison would provide 
the Census Bureau with State -based data for the 
Census production of his State's figures; and 
he would review the Census Bureau's results for 

his State. Gubernatorial designation of the 
State Liaison was tantamount to identifying the 
State lead agency for demographic activities 
from among the many engaged in demographic work. 
These lead agencies hereinafter are referred to 
as "State demographic centers," although we 
recognize that important demographic work, in 
support of State programs, is carried out in 
many other State agencies; and State -related 
population research is often carried out by 
State universities as well. 

The distribution of agencies with lead 
responsibility for State demographic work is 

shown in Table 1. In the South, the majority 
of such centers are situated in State agencies, 

the balance in State universities. Among those 

located in agencies of State government, the 

predominant administrative setting is in Offices 

of State Planning. Seven of the ten State 

agency centers are in these offices; and the 
survey indicates that there is increasing move- 

ment of the demographic function toward this 
central location in State government. In 
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response to a question on where these functions 
were previously located in State government, two 
States reporting such an interagency transfer 
specified a movement from the State Department 
of Health to the Office of State Planning. 

In States where the Governor had designated 
the State University to act as Liaison to the 
Census Bureau for county population estimation, 
centers tended to be concentrated in the 
University bureaus of business and economic 
research. These bureaus have long served a 
function of providing extramural technical 
assistance in business, economics, and statistics 
to the State and local business community.7 

Outside the Southern Region, Table 1 shows 

that State demographic centers are more often 
situated in State government agencies than in 

State universities; and among State agencies, 

State Health Departments and State Planning 
Offices play the role of lead demographic agency 
with equal frequency. 

Functions 

All the State demographic centers, by 
Gubernatorial designation, serve as State Liaison 

to the U.S. Bureau of the Census program for 
county population estimation. In that role, the 

State Centers accumulate necessary data for the 
Census estimation program; and they also review 

the final estimates prepared by the Bureau prior 

to official release. State centers' demographic 

activities usually go considerably beyond that. 
Many centers prepare sets of State population 
projections for counties and for smaller areas 
since these are not available from the U.S. 

Census of the Bureau. In all the Southern states, 
centers maintain files of published census 
information and have access to tapes of 

unpublished Census information. Two of the 
centers, in addition, are official Census Tape 

Processing Centers. 
All centers report providing both statisti- 

cal information and analytical technical 
assistance to other public agencies, and, within 

resource constraints, to private requestors. 

The volume of technical assistance services was 
not recorded on a uniform basis among the States; 

however, some respondents did provide some such 

information. One area, predominantly urban in 

character, reported responding to about 2,000 

requests for demographic information each year; 

a similar figure was provided by a center in a 

predominantly rural State. 

Personnel 

In the South, the average personnel 

complement of the State demographic centers was 

between three and four persons including a 

programmer and at least one junior level person 

who served as a statistical clerk. The size of 

the units ranged, however, from as small as a 

single professional staff member to centers with 

as many as six staff members. 
Questions about the length of professional 

service were asked in the survey. For seven of 

the 16 responding areas, results showed that the 



senior professional had been working in the 

center for less than five years; in one -fourth 
for less than one year. Such a record of short 
average tenure suggests that the centers 
experience considerable staff turnover; and 
indeed this has been identified independently by 
Census bureau staff as a considerable impediment 
to the success of the local population estimation 
program in which the States participate coopera- 
tively with the Bureau. Census staff noted that 
their contacts with State demographers in the 
cooperative population estimation program had 
changed by 25- percent in a recent six months 
period. 

Budgets 

Average annual outlays in FY1975 for State - 
sponsored demographic activities were about 
$54,000 per center (Table 2). However, budgets 
varied considerably among States, from less than 
$30,000 per year to almost $100,000. Only three 
states supplemented State revenues with Federal 
grants to support central demographic activities. 
These Federal matching supplements, known as HUD - 
701 grants are available for general 'state 

planning' purposes;8 they do not constitute a 

stable fiscal base with which to support 
sustained statistical programs at the State level. 

Table 2 also indicates that State budgets 
expended for demographic activities are allocated 
mainly to build the State agency staff function, 
rather than to purchasing consulting services. 
Of the 17 reporting areas, only three used 
consultants. Average expenditures for consulting 
were small in comparison with total program out- 
lays, about $12,000 annually. 

To determine if there were any systematic 
variation in State demographic outlays, we 
related total expenditures to two variables, 
population size and per capita income for the 
States. Population size was viewed as a proxy 
for demand for State services, while income was 
seen as a measure of potential State resources. 
The analysis indicated that size of State is 
unrelated to expenditures for demographic 
services, but that there is a reasonably strong 
and statistically significant relation between 
outlays and State per capita income. Large income 
differences among Southern States, ranging from 

$2,600 to $5,300 in 1970, were associated with 
the variation in outlays for State demographic 
centers shown in Table 2. 

Budget constraints constitute one of the 
most pressing and oft -cited problems of State 
demographic centers, even as they are for other 
Federal -State statistical activities.9 In 

attempting to identify issues and problems that 
impede the effective provision of State demo- 
graphic services, we asked open -ended questions 

about possible resource constraints. Seven areas 
provided comments focussing on budget problems; 
they are reproduced in full below: 

- Budget is inadequate to provide more than 
minimal service. 

- Budget limitations have prevented expan- 

sion of research into related areas, 
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curtailed survey and field work, and 
exacerbated retention of staff. 

- The State has decided that it needs 
demographic expertise at constant funding. 

- The few demographic services [available 
in the State] are provided at the 
initiative of individual State agencies 
and must be incorporated into their 
separate operating budgets. 

- The best that can be said [for this State's 
demographic budget] is that with a 
relatively good memory and graduate 
assistants who are replaced every other 
year, and with inadequate facilities to 
meet our needs, I have been able to hold 
things together. I hope we have been of 

some use to those who are working with 
State problems with needs for demographic 
inputs. [No budget data available for 
this university -based Center.] 

- Small budget! 
- We get numerous requests for demographic 
services from Federal, State, and local 
agencies, none of which are accompanied 
by offers of financial assistance. All of 
the funding for the Demographic Unit comes 
from State funds and, as such, priorities 
usually are arranged accordingly. It 

would be helpful to get some Federal 
funding, especially when massive Federal 
requests are made. 

We believe that the addition of age, 
race, and sex to the current estimates 
program would be an asset to all users of 
demographic data. However, at this time, 

we do not have sufficient funds to expand 
into this area. 

Reports and Publications 

All the reporting areas provided information 
on publication activities during the 1970 -75 
period, as summarized in Table 3,10 A total of 
over 100 reports were issued, according to the 

survey results. Of these, less than half were 
publications of population estimates and 
population projections. Most were methodological 

and analytical studies, focussing on such subjects 
as migration, the analysis of demographic change, 

and general reports on the socio- economic 

characteristics of the population of the State 
and smaller areas. 

Coordination of State Demographic Activities 

That many State agencies have developed 

demographic expertise in support of their own 

programs has given rise to a considerable 
diffusion of these statistical resources, and has 

sometimes led to problems of statistical coordina- 

tion. Dispersal of these capabilities, moreover, 
has often been at the expense of developing a 

strong, fiscally viable, professionally -staffed 

function that could serve many agencies and the 

public more generally as well. While emergence 
of the State planning function and Gubernatorial 
designation of a State liaison to the Census 

Bureau for population estimation have promoted 



consolidation of the State function, the survey 
results suggest that many States still bear the 
imprint of dispersed agency involvement in 
population statistics. 

This expresses itself in two ways: one is 
that respondents in one -fourth of the areas did 
not know that there had been a Gubernatorially- 
designated liaison with Census Bureau staff for 
population estimation. Another related 
manifestation is continuing redundancy in the 
production of population estimates and population 
projections for substate areas such as municipal- 
ities. In one reporting State, three agencies 
currently prepare alternative population 
projections for counties. In another State, 
similar services are provided by the State 
Planning Office, the State Health Department, 
and the State university. In a third State, 
population estimates are prepared by one branch 
of the State university; projections by another. 

The survey showed that the problems of 
coordination and redundancy of estimates were 
viewed as serious by State officials. An in- 
depth study by Rosenberg in North Carolina 
identified this as a major concern of State 
data users as well. One user noted,ll 

We are in need of population bases which 
meet the highest standards of reliability. 
We are presently considering the use of 
the postcensal estimates prepared by one 
agency, but to date have no evidence that 
they are any better than other estimates 
of like specificity prepared by two other 
agencies. 

Evans, commenting on his experience in South 
Carolina, writes,12 

We discovered in our work with State 
agencies that there were eight persons 
in seven different agencies making 
county population estimates and projections. 
In most cases there was a lack of 
methodology, or the person performing 
the work did not have sufficient 
qualifications to know whether the 
methodology was good or bad. 

Fragmentation of State demographic services, 
and statistical services more generally, should 
be understood as partly reflecting the disjoint, 
episodic way in which Federal statistical 
activities are initiated in support of larger 
programs.13 It also reflects an absence of 

statistical coordination at the Federal level 
due to a paucity of resources provided to the 
Statistical Policy Division of the Office of 
Management and Budget for this purpose.14 
Accomplishments in statistical coordination and 
consolidation of demographic services at the 
State level must be viewed as a tribute to 
State initiatives rather than as emulation 
of a Federal model.15 

Cooperative Programs and Resources 

State demographic centers, as an element of 
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the national statistical system, can be viewed 
within the broad perspective of Federal -State 
statistical activities, in which partnerships 
have been forged between the Federal government 
and States for the collection, processing, and 
use of statistics in a number of areas. Such 
joint Federal -State statistical partnerships 
have evolved over the past 50 years, beginning in 
agriculture and labor statistics and now covering 
many subject areas. Cavanaugh, in a recent review, 
identified "cooperative statistical programs" in 
areas that include vital statistics, crime 
statistics, law enforcement, manpower and 
employment projection, income occupation, and 
labor force.16 Duncan and Wallman have described 
cooperative programs in additional areas.17 

The cooperative statistical,programs strive 
to engage active State participation to upgrade 
statistical quality, improve statistical 
comparability among areas, and enhance usefulness 

of data to the local areas. Federal involvement 
assures uniform standards, provision of technical 
assistance and training, and financial assistance 
to reduce inequities in statistical program 
resources at the State and local levels. Wallman's 
recent analysis of cooperative programs stresses 
that these activities are highly variegated with 
respect to administrative arrangements, geographic 

coverage, program scope, resource and personnel 
configurations, and the respective roles of the 
Federal government and participating States.18 

So central to the success of these joint 

statistical endeavors, are Federal resources 
that Wallman proposes, as a guideline, matching 
funds for all cooperative statistical activities 
between States and the Federal government.19 The 
provision of Federal financial assistance to 
States participating in cooperative statistical 

activities recognizes the important Federal role 
for reducing geographic inequities in public 

program resources and for reimbursing States for 
those costs incurred in statistical reporting 

and analysis activities required by the Federal 

government. Many state demographic activities 
are in compliance with Federal requirements.20 

Compared with other cooperative activities, 
Wallman has noted that Federal investments in 
State demographic activities have been very 

limited.21 While budgets of cooperative programs 

are not comparable due to the varying nature of 
State statistical responsibilities, the level of 

Federal commitment to these activities is an 

instructive benchmark. Thus the U.S. Department 

of Agriculture's Statistical Reporting Service 

budget, expended for 400 field -based employees, 

is about $17 million annually.22 The U.S. Bureau 

of Labor Statistics allocates some $3 million 

annually to support regional and State 

operations.23 The Cooperative Health Statistics 

System spent nearly $7 million in FY1975 to 

support research and development activities that 

will eventually lead to an operational national 

health statistics system.24 Finally, in the 

area of Law Enforcement, some $21 million has 

been made available to States in the form of 
grants for statistical activities.25 Currently, 

no Federal resources are allocated to States to 

strengthen their Census data use capabilities, or 

to participate in the Census Bureau's cooperative 



program for population estimation. 

Federal and State Roles 
In Cooperative Demographic Activities 

Both Federal and State action can contribute 
to improving the quality of U.S. demographic 
services at all levels of government. State 
initiatives are important particularly in the 
areas of coordination and consolidation of 
services. These can reduce redundant acquisition 
of costly data and duplication of population 
estimates and population projections. Consolida- 
tion of activities might also make available 
additional resources to strengthen a central 
capability. 

The survey suggests that that is a need for 
increased Federal commitment to cooperative 
demographic activities. Areas in which joint 
activities might be initiated or bolstered 
include, for example: fostering information 
exchange on State programs; implementing a 

broad training program for State personnel on 
the use of Census data and related statistical 
information available from Federal agencies; 
developing methodological guidelines for local 
population estimation and population projection; 
and formulating guidelines for quality control. 
In each of these areas, there are opportunities 
for joint Federal -State participation. 

The survey leaves no doubt that the 
greatest single requirement for strengthening 
cooperative demographic activities is provision 
of matching Federal dollars to supplement 
existing State investments for this purpose. 
The provision of resources can serve not only 
to improve and extend capabilities; it can also 
serve the important symbolic purpose of 
recognizing a State role in the national 
statistical system for Census data use. 

Footnotes 

1. The Southern Regional Demographic Group 
is devoted to promoting research and teaching in 
demography, and to improving the use and quality 
of demographic information and services. The 

Association is sponsored by the Oak Ridge 

Associated Universities, a consortium of 43 
colleges and universities in the South. 

Papers related to State demographic 
activities were presented at the Annual Meeting 

of the Southern Regional Demographic Group, 
Atlanta, Georgia, October 1976: 

- Frederick J. Cavanaugh, "The Perspective 

of the Federal Government on the Role 
of State Government in Demographic 
Activities: A Joint Governmental 
Effort." 

- Thomas P. Evans, "The Perspective of 
State Government on Demographic 

Activity." 
- Forrest H. Pollard, "Issues in Relating 

to State and Federal Agencies." 
Harry M. Rosenberg, "State Demographic 

Activities --A View from the South." 
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- William J. Serow, "State and Local 
Population Estimates: Issues on 
Relating to Local Government." 

2. Alabama, Arkansas, Delaware, Florida, 
Georgia, Kentucky, Louisiana, Maryland, 
Mississippi, North Carolina, Oklahoma, South 
Carolina, Tennessee, Texas, Virginia, and West 
Virginia. 

3. State liaison are listed in U.S. Bureau 
of the Census, Current Population Reports, 
"Federal -State Cooperative Program for Local 
Population Estimates -- Status Report: January 
1975 ", Series P -26, No. 118, July 1975. 

4. Leonard U. Wilson and L.V. Watkins, 
"How the States Plan," Challenge 18(6), January - 
February 1976, pp. 43 -51. 

5. Council of State Planning Agencies, 
Council of State Governments, 1970. James A. 

Catanese, "Testing of An Emerging Model of 
State Planning: A Report Card," Atlanta, Georgia: 
Georgia Institute of Technology, May 1972. 

6. U.S. Bureau of the Census, op. cit., 

July 1975, p. 1. 

7. E.g., Pollard, op. cit., pp. 1 -2. 

8. HUD -701 refers to state and local 
planning grants from the U.S. Department of 
Housing and Urban Development authorized under 
provisions of Section 701 of the Housing Act 
of 1954, as amended. 

9. Joseph W. Duncan and Katherine K. Wellman, 
"Regional Statistics and Federal -State 
Cooperation," keynote address presented at the 
annual meeting of the Association for University 
Business and Economic Research, Williamsberg, 
Virginia, October 20, 1975, p. 11. 

10. The list of publications is available, 
on request, from Harry M. Rosenberg. 

11. Harry M. Rosenberg, "North Carolina 

Demographic Data Needs and Capabilities in 

Proceedings of the North Carolina Demographic 

Data Workshop, Chapel Hill: Carolina Population 

Center, University of North Carolina, 1975, p. 34. 

12. Communication with author. 

13. Harry M. Rosenberg, "Demographic Data 

and the Public Planning Mandate," in Proceedings 

of the North Carolina Demographic Data Workshop, 

Chapel Hill: Carolina Population Center, 
University of North Carolina, 1975, p. 11. 

Joseph W. Duncan, "Developing Plans 

and Setting Priorities in Statistical Systems, 

"Statistical Reporter, No. 76 -14, August 1976, 

p. 281. 

14. Summary of "Report of the Joint Ad Hoc 

Committee on Government Statistics," in 



Newsletter of the Federal Statistics Users' Statistical Association, Boston, August 1976, 

Conference, 17(8), August 25, 1976, p. 3. p. 13. 

15. Harry M. Rosenberg, "State Initiatives 19. Ibid., p. 19. 

in Improving Demographic Data," Public Data Use, 
3(2), April 1975, pp. 16 -21. 20. Ibid., p. 13. 

16. Cavanaugh, op. cit. 21. Waliman, op. cit., p. 16. 

17. Duncan and Waliman, op. cit. 22. Duncan and Wallman, op. cit., p. 5. 

18. Katherine K. Wallman, " 'Getting It 23. Ibid. 

All Together': The Development of Appropriate 
Relationships Between Federal and State 24. Ibid., p. 8. 

Governments for Statistical Programs," paper 
presented at the Annual Meeting, American 25. Ibid., p. 6. 

TABLE 1. STATE AGENCY WITH PRDLARY RESPONSIBILITY 
FOR CURRENT POPULATION ESTIIATES 

UNITED STATES, 1975 

Agency South 
b 

/ Rest of Nation - 
Number Percent Number Percent 

Total 18 100.0 34 100.0 

University 8 44.4 6 17.7 

Center or Institute 2 11.1 0 0.0 

Business & Economic Research 4 22.1 4 11.8 

Sociology Department 1 5.6 2 5.9 

Extension Service 1 5.6 0 0.0 

State Government 10 55.6 28 82.3 

State Planning 7 38.8 9 26.5 

Economic Development 0 0.0 4 11.7 

Employment Security 1 5.6 2 5.9 

Health 1 5.6 9 26.5 

Finance /Budget Control 1 5.6 3 8.8 

Labor 0 0.0 1 2.9 

Includes District of Columbia 

b/ Excludes Puerto Rico 

In one of the 17 reporting areas, there are two officially- recognized centers, 
one in a state agency (State Planning), the other in the state university 
(Center for Business and Economic Research). 
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TABLE 2. DISTRIBUTION OF SOUTHERN STATES 
BY SIZE OF BUDGET FOR STATE -SPONSORED 

DEMOGRAPHIC ACTIVITIES 
BY PRESENCE OF FEDERAL SUPPORT 
AND BY USE OF CONSULTANTS, 1975 

FY 1975 
Budget 

Number of Type and Amount Use of 
States of Federal Support! Consultants 

$ 15,000 - 29,999 4 

30,000 - 49,999 2 One state, HUD 701 One state 
50,000 - 69,999 3 One state, HUD 701 
70,000 - 89,999 2 Two states 
90,000 - 100,000 3 One state, HUD 701 

Average $ 53,900 $ 28,300 $ 12,0002/ 

al HUD 701 refers to planning grants from the U. S. Department of Housing 
and Urban Development under the provisions of Section 701 of the Housing 
Act of 1954, as amended. 

Average for these areas. 

TABLE 3. STATE -SPONSORED DEMOGRAPHIC PUBLICATIONS 
BY TYPE, FOR THE SOUTHERN STATES 

1970 -1975 

Type of 
Publications Number Percent 

Population estimates 22 19.3 
Population projections 23 20.2 
Socio- economic analyses 9 7.9 
Migration 12 10.5 
Methodology 8 7.0 
Demographic analysis 36 31.6 
Housing analysis 4 3.5 

TOTAL 114 100.0 

Average per area 6.7 

Note: Includes 16 Southern states and the District of Columbia. See text 
for explanation of number of reporting areas. 
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DRUG ABUSE: CURRENT ESTIMATE OF THE COSTS TO SOCIETY1/ 

Brent L. Rufener, Alvin M. Cruze, J. Valley Rachal, Research Triangle Institute 

INTRODUCTION 

This paper provides an estimate of the 
total economic costs experienced by the U.S. 
society due to the abuse of drugs. This is part 
of the information needed by society in its 
policymaking regarding drug abuse in order that 
alternative efforts to prevent and treat this 
serious social problem may be analyzed and the 
most effective and efficient selected for imple- 
mentation. 

The total costs are computed by estimating 
the individual components of the total. The 
reference time period is fiscal year 1975. An 
important characteristic of the study is that 
only secondary data were available for this ef- 
fort. Thus, while we used what we considered the 
best and most current information of which we 
were aware, numerous conceptual, definitional and 
measurement shortcomings are evident in many of 
the data used. We attempt to point these out as 
appropriate. 

This paper is based in part on a study con- 
ducted at Johns Hopkins University [1], herein- 
after referred to as the Hopkins study. The 
methods and organization of the Hopkins study 
were used as we think appropriate in our effort 
to revise and update the economic costs. The 
Hopkins study was a useful point of departure for 
this effort and was an advance over previous work 
that had been done [2,3,4]. 

This paper does not purport to be the defi- 
nitive answer regarding the economic costs to 
society of drug abuse. In some cases it was 
necessary to use data of questionable reliability 
where nothing better was available. In other 
cases it was necessary to use data from small, 
limited studies to estimate totals for the entire 
U.S. For some cost components, too little is 

known about the related behavioral phenomena to 
provide definite conclusions regarding the impact 
of drug abuse. For example, the amount of non - 
drug criminal activity "caused" by drug abuse is 

an important question about which definite ans- 
wers are not yet available. Subject to the 
qualifications given, we feel, however, that this 
study presents a useful national estimate of the 
economic costs to society of drug abuse in fiscal 
year 1975. 

METHODOLOGY 

General 
Our basic approach to developing these esti- 

mates of the costs of drug abuse to society is to 
treat all costs in terms of foregone opportuni- 
ties for members of society to use resources to 

produce goods and services. This basic approach 
focuses on the real costs of drug abuse to so- 
ciety and does not include the effects of only 
changes in relative prices. These latter effects, 
termed pecuniary effects"in the benefit cost and 
program evaluation literature, merely serve to 
redistribute existing goods among members of 
society and do not alter the production capacity 
of society. 
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Given this basic approach, economic costs 
may be distinguished as being either explicit or 
implicit. An explicit or direct cost is one in 
which resources are used and a formal payment is 

made in cash or in kind (i.e., through the 
direct provision of some commodity or service). 
When resources are used to treat the medical 
consequences of drug abuse, the labor is paid for 
in wages, the materials used are paid for and the 
capital used receives a return. On the other 
hand, an implicit or indirect cost occurs when- 

ever resources are used for which no formal 
payment is made, that is, these resources are not 
priced by any market mechanism. When a drug 
abuser is treated in a hospital'his time is being 
used, but no formal payment is made for its use. 
In order to place a value on this implicit cost 

one looks at the value of what the individual 
gave up, or the opportunity cost. In other 
words, when an abuser is treated in a hospital he 
is unavailable for work and the implicit cost of 
his time is the goods and services he could have 
produced during the treatment. In assessing the 

total costs to society of drug abuse it is neces- 

sary to include these implicit costs, since they 

represent foregone production that could be used 

to improve the total welfare of society. These 

implicit costs are easier to overlook than expli- 

cit costs in enumerating the entire range of cost 

elements, so care must be taken to be sure all 
implicit costs are included. 

In conducting an analysis of costs it is 
necessary to use a common unit of measure in 
which to express the costs so that they can be 

added together. The most common unit of measure 

used is the currency of the country for which the 
analysis is being conducted, in our case dollars. 

When expressing costs in monetary units it is 

quickly obvious that some costs cannot be so 

expressed. Here we must make the distinction be- 
tween tangible and intangible costs. Tangible 

costs are those that can be priced, while intan- 
gible costs are those that cannot be priced. 
When one says that a cost cannot be valued it 
should be made clear whether the cost cannot 

logically be valued or cannot be valued without 

an excessive use of resources. Often it is the 

latter that is true. It is important to note 

that in this paper we present only those costs 

that can be valued with a reasonable use of 

resources, that is the tangible costs. The term 

intangible will be used to refer to those costs 

that cannot either logically or reasonably be 

valued, such as the costs of "pain and suffering." 

Costs of such elements as the displeasure people 

feel when viewing abusers and the conditions drug 

abuse creates, the disruption of neighborhoods, 

destruction of families, and the corruption of 

law enforcement officials are additional examples 

of intangible costs that are excluded from our 

study. 
A final point is important regarding the 

economic costs of drug abuse. This paper esti- 

mates the economic costs to society of drug abuse 

for only one year. Some costs, however, extend 

for more than one year. For example, if a drug 



abuser dies in fiscal year 1975 not only is an 
economic cost present in that year but it extends 
into the future as well. The cost would be the 
loss of the goods and services the individual 
would have produced throughout his or her working 
lifetime. If costs in the period beyond fiscal 
year 1975 were included it would be necessary to 
discount the future costs to express them on a 
basis comparable to those present in fiscal year 

1975. 

Principal Cost Elements 
In developing these cost estimates, the 

first step that was undertaken was an enumeration 
of all of the major items of costs that will be 
borne by society. This initial step can be 

thought of as developing a cost framework or 
model and is undertaken in order to ensure the 
inclusion of all relevant costs. The major cost 
items that were identified for this study are 
listed below, categorized by the major classifi- 
cation of either direct or indirect costs. 

Direct Costs 

Increases in: 
Medical treatment 
Law enforcement 
Judicial system use 
Corrections 
Nondrug crime 
Drug traffic control 
Drug abuse prevention 
Housing stock loss 

Indirect Costs 

Increases in: 

Unemployability 
Emergency room treatment 
Inpatient hospitalization 
Mental hospitalization 
Drug -related deaths 
Absenteeism 
Incarceration 
Work lost due to 

treatment 

A variety of secondary data sources and 
estimation procedures were used to estimate the 
magnitude of each of these cost elements for fis- 

cal 1975. Details of these procedures, together 
with a complete description of the scope of each 
of the cost elements, are available in a separate 

report [5]. Highlights of particularly critical 
methodological considerations or assumptions that 
were used in developing these estimates are sum- 

marized in the following paragraphs. 

Special Issues 
Within the perspective of the cost framework 

above, we note again that this report estimates 

the economic costs that were present in fiscal 

year 1975. The number of abusers and their acti- 

vities were a historical fact at this point in 
time. While is is reasonable to assume that the 

number of abusers and the economic costs vary 

directly, for many cost components we simply 
measured the costs incurred; it was unnecessary 

to know the number of addicts or abusers. This 

method of estimating costs might be called the 
"aggregate" approach; only total cost figures are 

used. For other cost components, however, we 

were unable to obtain reasonable cost estimates 

using the aggregate approach and thus reverted to 

what we term the "summing approach." This ap- 

proach computes the cost per abuser and then sums 

the cost across estimates of the number of 

abusers. The nondrug crime element of the direct 

costs and the unemployability element of the 
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indirect costs are computed using this second 
method. The estimates of these cost elements 
thus depend on the estimates of the number of 
abusers assumed, even though actual costs and 
number of abusers are indeed historical facts. 

In a related research effort, statistical 
procedures for estimating the number of heroin 
addicts were critically reviewed [6]. These 
methods include the capture- recapture method, 
widely used to estimate the size of a fish or 
wildlife population, analyses of prevalence data 
from various secondary data sources, and indirect 
verification of incomplete prevalence data on 
narcotics addiction from one source with indepen- 
dent data from another source. The overall 
conclusion of this review was that the statisti- 
cal methodologies used to develop the estimates 
were sound but that the results were based on a 
number of tenuous assumptions that were difficult, 
if not impossible, to verify and the uncertain 
quality of available data. 

Due to the uncertainties in estimating the 
size of this population, we decided to employ a 
range of estimates for purposes of developing 
these cost estimates. This range includes three 
values -- 250,000, 500,000 and 750,000- -each of 
which has been cited in the literature as an 
estimate of the number of heroin addicts in the 
U.S. The results presented in the following 
section have been developed for these three 
assumptions which are labelled low, medium, and 
high, respectively. 

A second major problem with respect to esti- 
mating the social costs of drug abuse is to 
measure the extent to which nondrug crime commit- 
ted by drug abusers is caused by drug abuse. 
Previous studies of this type have been based on 
the assumption that all of the nondrug crime 

committed by drug abusers is caused by drug 
abuse. This assumption clearly produces upwardly 
biased estimates of this cost element, since 

evidence indicates that many drug abusers would 
have engaged in criminal activities even in the 
absence of their drug abusing behavior [7]. In 

the absence of an acceptable measure of the 

strength of the relationship between drug use and 

criminal behavior, the following procedure was 

used in developing our estimates. 
First, we assumed that only the abuse of 

heroin causes significant amounts of nondrug 
crime. It was also assumed that 60 percent of 

the criminal behavior of heroin abusers is caused 

by the abuse. This figure is based on a previous 

study [8] in which it was found that 50 percent 
of a heroin abuser's funds come from income - 

producing crime. Based on interviews with 

addicts treated in Phoenix House, it was esti- 

mated that a one dollar increase in habit cost 

will lead to income -producing crime that nets the 

addict $.30. Thus .30/.50 or 60 percent of 

nondrug criminal activity by heroin abusers is 

assumed to be caused by the heroin abuse. 
Another study [9] indicated that of those 

arrested for the crimes of robbery, burglary, 

larceny- theft, stolen property violations, weapons 

violations and commercialized vice, 30.9 percent 

were current heroin users, as determined through 

a urine sample or questionnaire response. Although 

the categories of crime are not precisely the 



same as those used to determine the percent of 
all arrests that were for crimes of which heroin 
abuse causes more frequent violation, the cate- 
gories seem close enough so that no adjustment is 

necessary. With 30.9 percent of the arrests 
associated with heroin abuse, 60 percent of this 
amount is assumed to be caused by the abuse. 
Thus, 18.5 percent (60% x 30.9 %) of all arrests 
in the above categories are assumed to be caused 
by heroin abuse. This percentage figure was used 
for appropriate cost elements in order to esti- 
mate the proportion of total costs for that ele- 
ment that was caused by drug abuse. 

The final special issue of our methodology 
that will be highlighted in this paper is the 
procedure we used to estimate the costs of non- 
drug crime associated with drug abuse. Becker 
[10] and Tullock [11] indicate that the total 
real income loss to society from crime is the sum 
of (a) the labor and capital inputs into criminal 
activity and (b) the costs of controlling crime. 
These latter costs, which consist of enforcement, 
judicial system, and correction costs, were esti- 
mated from various secondary data sources in a 
relatively straightforward manner in our study. 
The labor and capital inputs into criminal acti- 
vity represent a cost to society in that the 
resources used for criminal activities are un- 
available for other uses. The amount of labor 
and capital used in criminal activities is a di- 
rect cost because as this resource is used it is 

paid with stolen goods (payment in kind) and /or 
stolen cash. Several analyses of the social 
costs of drug abuse refer to the value of stolen 
property as the direct cost of drug abuse. In 
fact, however, it is only an indirect measure of 
the labor and capital inputs to criminal activity. 
The value of the stolen goods contains an invol- 
untary transfer element which is not a cost to 
society. Including this involuntary transfer as 
part of the costs of nondrug crime (as many esti- 
mates have) grossly overestimates the social cost 
due to this element. 

In estimating this cost element we first 
assumed that only heroin abuse results in sig- 

nificant amounts of nondrug criminal activity, 
since other drugs are available at sufficiently 
low prices so that abusers do not have to commit 
crimes in order to support their abusive beha- 
vior. Next we estimated the mean earnings of a 
heroin abuser. Using data on the age, race and 

sex distribution of heroin abusers furnished by 
NIDA and data on earnings of full -time workers by 

age, race and sex from the U.S. Department of 

Commerce [12], we estimated the annual earnings 
of the average heroin addict if he were employed 
full -time, as $8,896 in 1975. 

The next step in calculating the cost of 
nondrug criminal activity is to determine what 
proportion of the earnings of a heroin abuser is 
obtained from nondrug criminal activity caused by 
heroin abuse. This proportion is then multiplied 
times the mean earnings figure to give the cost 
per abuser. By using this procedure the assump- 
tion is being made that a heroin abuser spends 
the same amount of time "working" in criminal 
behavior and other legitimate income -producing 
activities as the average full -time employee 
spends in legitimate activity. It may be the 
case that heroin abusers spend more total time in 
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these two activities because of the need to 
secure drugs. Because of this possibility the 
estimates of the cost of nondrug criminal acti- 
vity produced by our procedure may be an under- 
estimate of this element. 

Goldman estimated that for a one dollar in- 
crease in habit cost an abuser will commit crimes 
that will bring him thirty cents, which indicates 
that 30 percent of an abuser's income used for 
drugs comes from drug- caused criminal activities 
[8]. Goldman did not offer any evidence regard- 
ing abusers' living expenses. It will be assumed 
that 30 percent of the total income of an addict 
comes from drug- caused crime. Since we do not 
have any detailed data on the allocation of an 
addict's time, we assume that 30 percent of an 
abuser's "working" time is spent in drug- caused 
crime. 

The percent income and perdent time spent 
may not be the same if certain activities are 
more remunerative. At the margin the return per 
hour should be the same for various activities, 
but the percent time spent for an activity and 
the percent income received may not be equal. 
Multiplying 30 percent times $8896 gives a cost 
per abuser of $2669. The total estimated cost 
for this element was then obtained by multiplying 

this dollar figure by the three assumed numbers 
of abusers. 

RESULTS 

Based on the framework and assumptions de- 
veloped in this study the economic costs to 
society of drug abuse for fiscal year 1975 are 
estimated to be between $8.4 and $12.2 billion, 
with a middle estimate of $10.3 billion (table 
1). Approximately 48 percent of these costs are 
due to direct costs or expenditures for services 
or goods needed as a direct result of drug abuse. 

Details of these cost components are presented in 
table 2. The remaining portion of the total 
costs are indirect costs and result from de- 

creased production of goods and services as a 

result of drug abuse. Details of these cost 

components are presented in table 3. 

Given these cost estimates, it is possible 

to develop a more detailed examination of the 
various cost components and to indicate a number 
of general policy implications of the results of 

this study. These elements include a separation 
of these costs into those associated with heroin 
abuse and those associated with other drugs, an 

indication of who in society bears these costs, 

and a comparison of the costs of drug abuse with 
the costs to society of alcohol abuse and alco- 

holism. Each of these topics is briefly sum- 
marized in the remainder of this paper. 

The total estimated costs of drug abuse re- 
ported in this study are the result of the abuse 

of many different types of drugs. One point of 

interest for readers of this paper is to have 

this total cost separated into the cost of heroin 
abuse and the cost of other drug abuse. Heroin 

abuse is considered by many to be the most seri- 
ous abuse problem in the U.S. and has certainly 
been the target of substantial research, preven- 
tion and control efforts. Based on the details 
presented in [5] and the three assumed numbers of 

heroin addicts it is estimated that the economic 



TABLE 1 
The Economic Costs of Drug Abuse, Fiscal Year 1975 Millions) 

Cost Component 

Assumed Number of Addicts* 

Low Middle High 

Direct Costs $4,265 $4,932 $5,599 
Medical Expenses 494 494 494 
Law Enforcement 1,342 1,342 1,342 
Judicial System 296 296 296 
Correction 294 294 294 
Nondrug Crime 667 1,334 2,001 
Drug Traffic Control 93 93 93 
Drug Abuse Prevention 995 995 995 
Housing Stock Loss 84 84 84 

Indirect Costs $4,167 $5,406 $6,644 
Unemployability 1,239 2,478 3,716 
Emergency Room Treatment 0.4 0.4 0.4 
Inpatient Hospitalization 20 20 20 
Mental Hospitalization 8 8 8 
Drug -related Deaths 12.5 12.5 12.5 
Absenteeism 1,594 1,594 1,594 
Incarceration 1,205 1,205 1,205 
Treatment Costs 88 88 88 

TOTAL COSTS $8,432 $10,338 $12,243 

*The three assumed numbers of heroin addicts were: 250,000, 500,000, and 
750,000. 

TABLE 2 

Direct Costs of Drug Abuse, Fiscal Year 1975 ($ Millions) 

Assumed Number of Addicts* 

Cost Component Low Middle High 

Medical Expenses $ 494 $ 494 $ 494 
Law Enforcement $1,342 $1,342 $1,342 

Drug laws 667 667 667 
Nondrug laws 675 675 675 

Judicial System $ 296 $ 296 $ 296 
Drug laws 172 172 172 
Nondrug laws 124 124 124 

Correction $ 294 $ 294 $ 294 

Drug laws 158 158 158 
Nondrug laws 136 136 136 

Nondrug Crime $ 667 $1,334 $2,001 
Drug Traffic Control 93 93 93 
Drug Abuse Prevention $ 995 $ 995 $ 995 
Housing Stock Loss $ 84 $ 84 $ 84 

TOTAL DIRECT COSTS $4,265 $4,932 $5,599 

*The three assumed numbers of heroin addicts were: 250,000, 
500,000, and 750,000. 

cost of heroin abuse in the U.S. in fiscal year 
1975 was: 

Low number of addicts: $4.49 billion 
Middle number of addicts: $6.39 billion 
High number of addicts: $8.30 billion 

In addition, we have estimated that the cost of 
the abuse of other drugs in the U.S. in fiscal 
year 1975 was $3.95 billion. Thus, 62 percent of 
the total economic costs of drug abuse can be 
attributed to heroin abuse, using the middle 
assumption of the number of addicts. 

One of the questions of interest in conduct- 
ing a study of the economic costs of a social 
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problem is to determine who bears these costs. 

Among the direct costs the medical expenses are 

borne by taxpayers in the form of increased local 

and state taxes to pay for hospitalization and 

increased local, state and federal taxes to pay 

for medical care through programs to help the 
indigent. The costs of law enforcement, judicial 

system use and corrections are borne by those who 
pay taxes, with the greatest part of the cost 

borne by those paying local taxes. The costs of 

nondrug crime are borne by all members of society 

in the form of reduced goods and services. The 

costs of control and prevention are borne by 



TABLE 3 
Indirect Costs of Drug Abuse, Fiscal Year 1975 Millions) 

Cost Component 

Assumed Number of Addicts* 

Low Middle High 

Unemployability 
Emergency Room Treatment 

$1,239 

0.4 
$2,478 

0.4 
$3,716 

0.4 
Inpatient Hospitalization 20 20 20 
Mental Hospitalization 8 8 8 

Drug -related Deaths 12.5 12.5 12.5 
Absenteeism 1,594 1,594 1,594 
Incarceration $1,205 $1,205 $1,205 
Drug laws 845 845 845 
Nondrug laws 360 360 360 

Treatment Costs 88 88 88 
TOTAL INDIRECT COSTS $4,167 $5,406 $6,644 

*The three assumed numbers 
and 750,000. 

of heroin addicts were: 250,000, 500,000, 

taxpayers, primarily through increased federal 
and state taxes. The cost of the housing stock 
loss is borne by those who pay insurance on 
housing in the form of higher premiums. 

For the indirect costs it is primarily the 
abuser himself who suffers the loss of goods and 
services produced through his or her lost net 
income. Taxpayers also bear part of this burden 
as abusers pay less taxes on their income. For 

some indirect costs an abuser does not suffer an 
actual loss of income. An example would be where 
an abuser misses work due to some form of hospi- 
talization but is still paid his salary. In this 

case society as a whole bears the burden in the 
form of reduced wages, salaries and profits to 

pay for the time off. 
This study is an analysis of the economic 

costs of drug abuse to society as a whole. One 

of the costs to society is the labor used in 
nondrug criminal activity, which represents 
foregone opportunities to produce goods and 
services that benefit all members of society. As 

pointed out in other sections of this paper, the 

value of these stolen goods does not represent a 

net cost to society in the usual economic sense. 
This is due to the fact that these stolen goods 
represent an involuntary transfer among members 
of society and are not associated with foregoing 
production opportunities. 

However, if one separates society into two 
groups, those from whom goods are or may be 
stolen and those who do or may receive stolen 
goods, then it may be of interest to examine the 

economic cost of stolen goods to the former 

group. In this case it is appropriate to include 
the involuntary transfer that takes place when 
goods are stolen. The cost of stolen goods 

directly associated with drug abuse in fiscal 
year 1975 is estimated to be $396 million. 
Details of the calculations and sources used in 

developing this estimate are presented in [5]. 

It should be noted that drug abusers are not 
among those who typically receive stolen goods. 
Abusers perform the transfer and usually sell the 
goods to others to obtain cash. It may be the 
case that this transfer is relatively efficient 
when compared to other forms of transferring 
income. 
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Finally, it may be useful to compare the 
economic costs of drug abuse to the costs of 
other social problems in order to gain some 
insight into the relative magnitude of the costs 
of these problems. Alcoholism and smoking are 
problems similar to drug abuse in that all in- 
volve the use of a substance in the body to 
produce physical and mental changes which yield 
undesirable consequences for health and behavior. 
The economic costs of alcohol abuse and alcohol- 
ism are detailed in table 4. We have not criti- 
cally examined the cost data provided. Since the 
study estimated the costs in 1971 we are unable 
to precisely determine what the costs were in 
fiscal year 1975. However, we did adjust these 
costs using changes in the Consumer Price Index 
over this four year period with an estimate of 
$32.04 billion for fiscal 1975. 

The economic costs of smoking were estimated 
in the Little study [2]. In 1971 the estimated 
total cost in the U.S. was $5.625 billion. The 

Little study used a study based on Canadian data, 
and we have not attempted to assess the appropri- 
ateness of using Canadian data for the U.S. 
Adjusting this figure to fiscal year 1975 prices 
using changes in the Consumer Price Index gives 
an estimated total cost to U.S. society from 
smoking of $6.735 billion for the 1975 fiscal 
year. 

TABLE 4 
Economic Costs of Alcohol Abuse and Alcoholism 

($ Billions) 

Cost Component 
1971 FY 1975 

Prices Prices* 

Lost Production $ 9.35 $11.98 

Health and Medical 8.29 10.34 

Motor Vehicle Accidents 6.44 8.25 

Alcohol Programs and Research 0.64 0.82 

Criminal Justice System 0.51 0.65 
TOTAL $25.23 $32.04 

*Adjusted using the Consumer Price Index. For 
health and medical care the medical care group 
was used; for the other cost components the en- 

tire CPI less medical care was used. 

SOURCE: Reference [13]. 



Thus, using these sources and procedures, the 
costs to society of drug abuse in fiscal 1975 are 
approximately 60 percent larger than the costs of 

smoking but only about one third as large as the 
costs of alcohol abuse and alcoholism. 

In summary, we believe the techniques used 
for developing the costs in this paper are eco- 
nomically sound. The basic shortcomings of the 
estimates developed are related to the unavail- 
ability or deficiencies of the data used and /or 
of knowledge about relationships between drug 
abuse and behavioral or other phenomena. This is 

particularly true and relevant with respect to 
the criminal behavior /drug abuse and unemploy- 
ment /drug abuse relationships, as mentioned 
previously. Further, we did not undertake to 
develop new and perhaps more appropriate data 
sources. The data used were for the most part 
developed for other uses; more appropriate data 
for the purpose at hand could probably be devel- 
oped for several cost categories. We should also 
like to remind the reader that we attempted as a 
matter of practicality to deal only with tangible 
costs in this volume. We, and others, recognize 

the intangible costs, including those under the 
rubric "pain and suffering," as well as others 
such as neighborhood deterioration, official 

corruption, tax base losses, etc. are probably 

extensive. Thus, in actuality the total economic 
costs due to drug abuse are probably underesti- 
mated. We think, however, that the data assem- 

bled and costs estimated can provide useful 
inputs for the development of alternative social 
policies with respect to drug abuse. 

FOOTNOTES 

1. The research from which the materials in 
this paper were developed was sponsored by the 

National Institute on Drug Abuse (NIDA), under 

terms of Contract No. 271 -75 -1016, Work Order No. 

02. The findings and opinions stated in this 

paper do not necessarily represent the official 
position or policy of the National Institute on 

Drug Abuse. 
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USÌNG TAX RETURNS TO STUDY WAGE AND TAXPAYING PATTERNS BY SEX, 1969 AND 1974 

by 
Peter J. Sailer* 

Internal Revenue Service 

The Internal Revenue Service annually publishes 

statistics based on data from individual income 

tax returns (Forms 1040 or 1040A). The major 

classifiers used in these reports are size and 

source of income, form of deduction, tax rate, and 

State of residence. Occasionally, by using the 

taxpayer's first name (and title --such as Mr., 
Mrs., etc. -when given), IRS also produces data 
by sex of taxpayer. Unfortunately, this method of 

classifying income by sex is only useful in 

examining "nonjoint" returns. In the case of 

married persons filing jointly, the incomes (and 

the subsequent taxes) of both the husband and wife 

are combined. 1/ Hence, it is not possible, using 

the tax return alone, to distinguish between the 

incomes and taxes which should be attributed to 

each spouse separately. 

However, there is another document which taxpayers 

are required to file with IRS which does help in 

distinguishing between married taxpayers' incomes: 

the Form W -2 (or Wage and Tax Statement). Since 

there is a separate W -2 for each job, by 

linking these forms with the respective tax 

return, a distinction can be made between the 

wages of the husband and those earned by his wife. 

Furthermore, in contrast to the matching problems 

which have been discussed in other papers in these 

and earlier Proceedings (e.g.,[1 -6]), the linkage 

of W -2's and tax returns for the same individual 

presents no major technical problems. This is 

primarily because taxpayers are supposed to file 

both sets of forms in the same envelope. All that 

the statistical editor has to do is use the W -2's 

to separate the wages of the husband from those of 

his wife, and add up each group separately. 

Studies in which the Form W -2 was used to 

distinguish the salaries of husbands from those of 

their wives were conducted for tax year 1969 [7], 

and repeated for tax year 1974 [8]. The main 

purpose of this paper is to illustrate some of the 

kinds of statistics which will shortly be made 

available by the Internal Revenue Service for 

income year 1974. As might be expected, such data 

are bound to be of interest to persons concerned 

about sex discrimination in the labor force. 

Therefore, before beginning, it is necessary to 

make a disclaimer: since the tax return contains 

no data on the educational level achieved by the 

taxpayer, the number of hours worked, or the 

extent to which the taxpayer would have liked to 

work (i.e., fewer or more hours), this paper will 

have only slight bearing on the issue of job 

discrimination by sex. Still, it is hoped that it 

will shed some light on the economic situation of 

men and women, as reported on tax returns filed in 

1975. 

Since the financial circumstances of married 

persons filing joint returns differ markedly from 

those of taxpayers filing nonjoint returns, these 

two groups will be discussed separately. In the 

first section, the incomes of men and women filing 
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nonjoint returns will be examined. Then, in 
section 2, the salaries of joint filers will be 
considered separately for husbands and wives. 
Section 3 presents some comparisons between joint 
and nonjoint returns. Next, there will be a brief 
look at the 1969 and 1974 studies to see if there 
are any changes in income patterns emerging by sex 
(section 4). Finally, in section 5, the Federal 
income taxes of married couples will be estimated 
based on the tax laws governing incomes of 
nonjoint filers. 

1. INCOME DIFFERENCES BY SEX 
FOR NONJOINT TAXFILERS 

"Nonjoint" returns for 1974 included 37 million 
returns filed by unmarried persons, as well as 
approximately 2 million returns of "married 
persons filing separately." Since some taxpayers 
in the latter group are not, in fact, married 
spouses living together, but, rather, separated 
persons who, because they are legally married, do 
not qualify as single people, there is a 

theoretical question as to whether they should 
actually be included in the "married" or 

"unmarried" category. There is no convenient way 
to differentiate between different types of 

"separate returns of husbands and wives." 
Therefore, for the purpose of this paper, they 

have all been included in the nonjoint category. 

Average Income. --In 1974, the mean adjusted gross 
income (AGI)2/ for men filing nonjointly was 

$5,888; the average for women was $5,460. In 

other words, there is only about an 8 percent 

difference between means. However, the disparity 

between average salaries is somewhat greater- - 

$5,633 for men, $4,827 for women, or a difference 

of 14 percent. Part of the reason that there is a 
smaller gap in the case of adjusted gross income 

than is so for salaries may be due to the fact 

that women have a greater tendency to inherit 

men's wealth than vice versa [9]. For this and 

other reasons, salaries constitute a smaller 

proportion of adjusted gross income for females 

(76 percent) than they do fur males (87 percent). 

Income Distributions. --While differences in mean 

income and earnings are useful, they do not tell 

the whole story. There is also a marked 

difference between the male and female 

distributions of both these variables. Figure 1 

compares the distributions of wages and salaries 

by sex. As can be seen from the top of the chart, 

nonjoint returns for women have a greater tendency 

to be concentrated around the mean ($4,827),while 

the frequencies for males are more widely 

distributed (from their average, $5,633). 

2. INCOME DIFFERENCES BY SEX FOR JOINT TAXFILERS 

Average Income. --The average adjusted gross income 

on joint returns was $15,449, or close to three 



Figure 1. --1974 Returns by Sex and Size of Salaries and 
Wages for Nonjoint and Joint Filers 

(Numbers in Millions) 
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times the level reported by nonjoint filers. As 

might be expected, the distribution of these 

returns by income class is also markedly different 

from that for nonjoints. In fact, 42 percent of 

all joint returns fall into the $15,000 or more 
AGI size class, while only 6 percent of those for 

nonjoints do. Furthermore, the mean salary for 

these married couples was $14,398 for returns in 

1974 -- again, nearly three times the level of their 
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counterparts filing singly. These, of course, are 
averages per return, representing the combined 
incomes of husbands and wives. 

Salaries Sex. --Using data from Forms W -2, the 
husbands' and wives' contributions to this 
combined income can be considered separately. Of 
the $560 billion of Form W -2 salaries associated 
with joint returns, 82 percent was earned by men. 
A brief glance at the lower portion of figure 1 

shows one of the major reasons for this disparity: 
58 percent of the wives fall into the "under 
$5,000" salary class, as opposed to only 14 

percent of the husbands. Furthermore, the means 
of the distributions for husbands and wives are 
$12,495 and $4,760, respectively. 

The second reason for the disparity between total 
salaries of husbands and wives is the lower 
proportion of labor force participation by wives. 
To better illustrate this, table 1 presents the 
earnings distributions for two years by number of 
wage earners on joint returns. As can be seen, in 
1974, 45 percent of returns with salaries had no 
earnings by women; only 6 percent had no earnings 
by men. 

Table 1.- -Joint Returns with Salaries and Wages 
from Form W -2, 1969 and 1974 

(Number in thousands) 

Type of Return 

Number of 

Returns 
Percent of 

Returns 

1969 1974 1969 1974 

All Returns with Sal- 
aries and Wages 37,516 38,978 100 100 

Returns with No Fe- 
male Wage Earners 18,331 17,481 49 45 

Returns with No Male 
Wage Earners 1,902 2,421 5 6 

Returns with Male and 
Female Wage Earners 17,283 19,076 46 49 

In all, 19 million returns (nearly half the total 

of joint filers with salaries and wages) showed 

earnings by both the husband and his wife. Table 

2 further analyzes these returns by cross - 

classifying the size of the husband's income by 

that of his wife, using $1,000 intervals up to 

$10,000 and somewhat larger classes thereafter. 

It shows that only 1.3 million of these returns 

(about 7 percent) are "on the main diagonal " --that 

is, the husband and his wife fall into the same 

wage class. Eighty -two percent of the returns 

fall "below the diagonal" (i.e., the husband's 

wages are greater than his wife's) and the 

remaining 11 percent are "above the diagonal" (the 

wife's salary exceeds her husband's). 



TABLE 'WITH ?'O WAGE' EARNERS: BY SIZE OF BY SIZE OF WILE'S SALARIES ALL WAGES, 1974 

THOUSANDS). 
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43.6 12.1 29.3 5.6 

40.1 24.0 35.- J.7 

61.5 45.2 44.9 2.9 

67.7 40.4 52.5 3.3 

92.3 I 43.5 83.0 10.6 

382.9 304.9 500.6 63.9 

151.9 137.4 257.1 45.4 

56.7 53.9 183.2 47.6 

1,575.2 1,620.2 1,56 -.8 1,594.7 

41.5 19,076.1 GRAND 'TOTAL 

0.3 2,156.9 

0,4 0.3 12 CLASSES 

0.4 6.5 11 CLASSES 

2,0 40.5 10 .CLASSES 

3.1 45.6 9 CLASS.. 

0.1 82.1 8 CLASSES 

98.1 7 CLASSES 

0.3 141.8 6 CLASSES 

0.5 157.9 5 CLASSES 

1.5 202.3 4 CLASSES 

7.3 314.3 3 CLASSES 

3,9 432.9 2 CLASSES 

19.6 634.7 1 CLAS', 

1,447,7 1,322.3 

CLASSES bELOW GhASD Sub» 12 11 10 7 6 5 2 1 DIAGONAL 
SAIS DIAGONAL TOTAL TOTAL CLASS, CLASS- CLASS- 

ES 
CLASS,- CLASS- CLASS- CLASS- CLASS= CLASS, 

ES 
OLAS CLA.S.S- :'LASS 

Note: The diagonal totals were obtained by adding up the table entries in a diagonal direction. Consider, for 
example, the main diagonal, which has been underlined. If one sums these underlined figures, the diagonal total 
obtained is 1322.3 which is shown in the lower right -hand corner of the table. The figures identified as 
"subtotal" in the diagonal marginal are counts of the number of cases above and below the main diagonal and can 
be used to get an overall sense of the degree to which disagreements between the classifiers are offsetting. 
For more details on tabular displays such as this, see Scheuren, F.J. and Oh, H.L., Comm. in Stat., July 1975. 

Source: Derived from Internal Revenue Service's Statistics of Income -- 1974, Individual Income Tax Returns 
(to be released in early 1977). 



3. COMPARISON OF JOINT AND NONJOINT RETURNS 

When the data on nonjoint returns discussed 
earlier are compared to the information on joint 
returns, it is found that the average salary of 
married women filing jointly is about one percent 
lower than the corresponding mean for women filing 
nonjoint returns ($4,760 versus $4,827, 
respectively). On the other hand, the average 
salary of married men filing jointly ($12,495) is 

well over twice the size of the average salary of 

men filing nonjoint returns ($5,633). 

A comparison of the nonjoint and joint salary 
distributions shown in figure 1 reveals that 88 
percent of the taxpayers reporting salaries of 
$15,000 or more were married men filing joint 
returns. Many factors, including age and 
educational level, played a role in this 
distribution. It should also be kept in mind that 
the statistics presented here include part -time 
and occasional workers, as well as full -time 
employees. According to data published by the 
Bureau of Labor Statistics [10], only 3 percent of 

married- men -with- spouse -present who were employed 

in non -agricultural industries were voluntarily 

working less than full -time in 1974. This 

compares to the 22 percent of unmarried men and 25 

percent of women, regardless of marital status, 

who preferred part -time employment. 

4. COMPARISON OF INCOME DIFFERENCES 
BY SEX, 1969 AND 1974 

As mentioned earlier, 1974 was the second year in 
which IRS used Forms W -2 to produce statistics on 
men's and women's salaries. Originally, a major 
part of this paper was to be devoted to showing 
the changes in the relative economic positions of 
men and women since 1969. While the scope has 
changed slightly, a few observations should be 
made here. To begin with, the mean salary for 
women did rise from $3,456 to $4,790 in the five - 
year period. While this rise was sufficient to 

place the average female wage at 47 percent of the 
mean wage for males, it is interesting to note 
that that is exactly where it was in 1969.3/ 

Increases in Number of Female Taxpayers. -- However, 
there were a few notable changes in the 

statistics. For instance, as is shown in table 1, 

a slightly higher proportion of wives had jobs in 

1974: 55 percent of joint returns with salaries 
and wages included female wage- earners, as 

compared to 51 percent in 1969. Even more 

dramatic was the rise in the number of nonjoint 
returns filed by women --this category increased by 
25 percent in five years, as compared to an 

increment of 15 percent in nonjoint returns filed 

by men. 

Changes in Income Distributions. -- Figure 2 

Figure 2. -- Nonjoint Returns by Sex and Size of Adjusted Gross Income, 1969 and 1974 
(Number in Millions) 
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presents income distributions for nonjoint returns 
of men and women in 1969 and 1974. This chart 
shows that there was a considerable increase in 
the number of women with adjusted gross incomes in 
the $5,000 under $10,000 range during the five - 
year period. However, while there were also rises 
in the number of women with incomes of $10,000 or 
more, these increases were not nearly as great as 
those for men. 

Table 3 compares data on these two years for joint 
returns with two wage earners. It shows almost no 
change in the percentage of total income which was 
contributed by wives of two -earner families. In 

both years, 42 percent of the wives contributed 
less than 25 percent of the joint income; 86 

percent contributed less than 50 percent of the 
joint incomes. 

Table 3.- -Joint Returns with Two Wage Earners 
with Salaries and Wages from Form W -2, 
1969 and 1974 

(Number in thousands) 

Type of Return 

Number of 
Returns 

Percent of Re- 
turns with Two 
Wage Earners 

1969 1974 1969 1974 

Returns with Male and 
Female Wage Earners 17,283 19,076 100 100 

Returns with Husband's 
Share of Wages: 

Under 25% 562 715 3 4 

25 under 50 % 1,740 1,977 10 10 

50 under 75 % 7,791 8,393 45 44 

75% or more 7,190 7,992 42 42 

5. THE EFFECT OF TAX RETURN LEGISLATION 
ON JOINT FILERS 

Tax Reform Legislation. --The final topic to be 
dealt with in this paper is the effect that the 
tax reform legislation, passed between 1969 and 
1974, had on married couples with two workers. In 
1969 and earlier years, married people filing 
jointly had the advantage of a tax rate schedule 
with intervals equal to exactly twice the size of 
those in the single persons' schedule. In other 
words, the couple's taxable income, whether it was 
earned by one spouse or both, was taxed as if each 
was a single person and had earned exactly one - 

half. In 1974, married people filing jointly were 

still using the same schedule. However, single 
people with taxable incomes between $4,000 and 

$44,000 had a new tax rate schedule which had 
substantially lower rates than those which had 
been in effect for them in 1969. Furthermore, the 
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standard deduction was liberalized considerably 
between 1969 and 1974. Yet, under the new rules, 
working couples received only half the benefit of 
this liberalization, since the two spouses 
together could claim only one standard deduction. 
In short, a working couple in which one partner 
earned considerably more than the other, and which 
had a fair amount of itemized deductions, could 
still expect to get a tax break out of marriage. 
However, a working couple in which both partners 
earned similar amounts of money, or which did not 
have much in the way of itemized deductions, could 
expect to pay more taxes than they would have had 
they been single. 

Description of Comparison Study. -- Without wanting 
to get involved in the controversy over the merits 
of the current system of taxing working couples, 
it was thought it would be interesting to get a 

few statistics which would quantify the effects of 

that system. (This was done by using the 1974 IRS 
tax model, [11] which will shortly be available 
for sale by the National Archives.) The remaining 
few comments attempt, with the help of the tax 

model, to determine how much tax working couples 
would have paid, had they been single. 

In order to do this, of course, a number of 
assumptions had to be made. The only information 
available by sex was the amount of salaries that 
each spouse had earned (as obtained from the Forms 
W -2). Hence, the method used for distributing 
other sources of income (such as dividends and 

interest), itemized deductions (when applicable), 
and exemptions was simply to divide them up in the 
same proportions as salaries were distributed 
between the two spouses. However, if one spouse's 

share of any itemized deductions fell below the 
standard deduction, then, the standard deduction 

was used in computing the tax. If the couple used 

the standard deduction to begin with, then, each 

spouse was given the full standard deduction. For 

the sake of simplicity, no special tax 

computations (such as the alternative tax on 

capital gains) or tax credits (such as the foreign 

tax credit) were used in calculating either the 

separate or combined taxes of the two spouses. 

Some Observations on the Comparisons. --Table 4 

shows the results of these calculations. Please 

note that the table applies only to the 18 million 

couples with taxable incomes for which both 

spouses earned salaries. These returns accounted 

for over $315 billion in income. Had the incomes 

of the husbands and the wives been taxed 

separately under the assumptions made above, the 

total tax bill would have come to $43 billion. 

However, under the current system, the actual tax 

bill (before any reductions for special tax 

computations or credits) was nearly a billion 

dollars higher. This $1 billion was the net 

result of the fact that, due to marriage, 13 

million couples had to pay an average of $149 more 

in taxes, and some five million couples paid an 

average of $177 less than would have been true had 

they been taxed as single individuals. 

In view of what was stated earlier about income 

patterns on joint returns -- viz, that, in the vast 

majority of cases, wives in two -earner families 



Table 4.-- Federal Individual Income Taxes of Married Working Couples Who Filed Joint Returns 
for 1974 

Item Number of 
Returns 

Amount 
(in thousands of dollars) 

Total Adjusted Gross Income 18,451,158 315,487,042 

Imputed Adjusted Gross Income for Husbands 18,451,158 226,929,830 1/ 

Imputed Adjusted Gross Income for Wives 18,451,158 88,557,212 1/ 

Tax on Husbands' Income, Taxed as Single 
Persons 17,865,346 32,628,295 2/ 

Tax on Wives' Income, Taxed as Single 
Persons 14,102,599 10,435,557 2/ 

Combined Tax of Husbands and Wives, Both 
Taxed as Single Persons 18,332,847 43,063,852 3/ 

Combined Tax of Husbands and Wives, Taxed 

as Married Couples 18,451,158 44,055,719 4/ 

Tax Savings Due to Joint Filing Status 5,319,043 934,125 

Tax Losses Due to Joint Filing Status 12,924,304 1,934,991 

Note: Only returns with taxable income were included in this analysis. 

1/ Separate data on husbands' and wives' incomes were available only in the case of salaries and wages; 
all other sources of income received by the couple were imputed to the husband or his wife, based on 
the ratio of the husband's salaries and wages to those of his wife. 

2/ Taxable income for each spouse was computed by subtracting from that spouse's imputed adjusted gross 
income his or her pro -rata share of exemptions and deductions (based on the ratio of the husband's 
salaries and wages to those of his wife). However, if the share thus arrived at was less than the 
standard deduction, the latter was used in computed taxable income. Tax was computed by applying the 
tax rate schedule for single persons to this taxable income. Additional tax savings which might be 

available to each taxpayer by using special tax computations, such as income averaging or the 

alternative computation for capital gains, were not considered; neither were any other possible 

offsets to tax, such as the foreign tax credit. 

3/ Amount is the sum of the two previous items. The number of returns for this item is slightly less 

than total since some couples who were taxed under the 1974 system would have escaped taxation 

altogether if each could have filed as a single person. 

4/ Tax computed in the ordinary method on each couple's taxable income. As in the case of the three 

previous items, neither tax savings due to special computations nor tax credits were considered. The 

actual tax paid by these taxpayers was, therefore, slightly less. 

had substantially lower wages than their 
husbands- -this result may come as something of a 
surprise. As it turned out, it is only for 
couples with combined adjusted gross incomes of 
$50,000 or more that the advantages of income - 

splitting outweighed the disadvantages of the 

lower standard deduction and less beneficial tax 
rate schedule. For every income class under 

$50,000, using the assumptions made for this tax 
model run, more couples lost than gained from 

having to file joint returns for tax year 1974. 

This analysis is merely a small indication of the 
kinds of intriguing questions which might be 
examined with the data base described. Once the 
1974 wage information by sex is released to the 

public, it is hoped that others will also find it 
of use and interest. 
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FOOTNOTES 

* The author would like to express his 
gratitude to his colleague Shauna Anderson 
for going through hundreds of pages of 

computer printouts and boiling the data down 
to obtain the tables and charts included in 
this paper. Thanks are also due to Beth 
Kilss and H. Lock Oh, who assisted in 

preparing the charts and tables. Helpful 
comments were received from many persons, 
among them Wendy Alvey, Jack Blacksin, Beth 

Kilss, Fritz Scheuren, and Robert Wilson. 

Nonetheless, tradition dictates that all 
shortcomings of this paper be attributed to 
the author. 

1/ The only exception to this exists in the case 



of married couples who, together, have more 
than $400 of dividends; such taxpayers are 
supposed to file a Schedule B, indicating 
which dividends accrued to the husband, to 

the wife, or to both jointly. However, even 
in such instances, only income from dividends 
is broken out by sex; not interest, wages, or 
other types of income. 

2/ Adjusted gross income includes income from 

all sources subject to the Federal income 
tax, less allowable deductions for business - 
related expenses. 

3/ Approximately two -thirds of this increase was 
attributable to inflation. The Consumer 
Price Index rose from 1.101, in July 1969, to 
1.326, in July 1974. Using this index to 
deflate the 1974 figure, the rise from 1969 
to 1974 in terms of 1969 dollars was from 
$3,456 to $3,977. An additional part of this 
increase in average salaries was due to 
changes in filing requirements between 1969 
and 1974, which made it unnecessary for a 
number of wage- earners at the lower income 
levels to file returns for 1974. 
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WHAT IS INTELLIGENCE? 
A Re- examination 

Douglas A. Samuelson 

Intelligence is like charm or good looks: 
we all know what we mean by it, we all agree that 
it is good to have, but we cannot define just what 
it is or where it comes from. Most of us think of 
it as something like "general ability to solve 
complex or obscure mental problems," perhaps em- 
phasizing abstract reasoning and pattern recogni- 
tion. 

Like "random" or "probability," though, the 
word holds pitfalls for the unwary. The more one 
knows about it, the more difficult it becomes to 
define. The Encyclopedia of Education (1971) 
states that no definition is universally accepted, 
then devotes several paragraphs to a discussion of 
what a good definition should include.' 

The history of the concept is both enlighten- 
ing and surprising. In 1905, Alfred Binet and his 
pupil T. Simon developed the first of what are now 
known as intelligence tests in response to a com- 

mission from the Paris public schools soliciting 
ways to distinguish "feeble- minded" from "normal" 
children so that the former could receive special 
instruction. The term "intelligence," derived 
from a Latin root meaning "to choose," was adopted 
by Binet and Simon to describe the mental attri- 
bute measured by their test: judgment, rather 
than sensory perception or memory. Indeed, the 
idea that "intelligence" is best thought of as one 
quantity, rather than a set of not- necessarily- 

related attributes, gained acceptance mainly be- 
cause Binet's attempts using the single -valued 
tests succeeded after "cluster" and "profile" 
tests had failed. 

What followed Binet's pioneering work is fa- 

miliar to most students of psychology. Lewis 
Terman of Stanford adapted and improved the test 
for American children, and the test he devised, 
through its continuing evolution, has become the 
standard for the measurement of intelligence. 
The widespread use of the Stanford -Binet test to 
determine the mental abilities of World War I 

draftees popularized the test and the concepts 
behind it, and by the late 1920's its use in the 

schools was commonplace, together with many of the 
doubts, debates and abuses still common today. 

However, the important constant in this his- 

tory is that tests of intelligence have invariably 

been validated by their ability to predict success 
in the traditional Euro- American school system. 
As psychologist Arthur Jensen took care to note in 
his comprehensive and controversial article, "How 

Much Can We Boost IQ and Scholastic Achievement ? 
"The content and methods of instruction 
represented in this tradition, it should 

be remembered, are a rather narrow and 
select sample of all the various forms 

of human learning and of the ways of 
imparting knowledge and skills....We 
have accepted traditional instruction 
so completely that it is extremely dif- 
ficult even to imagine, much less to 
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put into practice, any radically dif- 
ferent forms that the education of chil- 
dren could take. Our thinking almost 
always takes for granted such features 
as beginning formal instruction at the 
same age for all children (universally 
between the ages five and six), instruc- 
tion of children in groups, keeping the 
same groups together in lock step fashion 
through the first several years of school- 
ing, and an active -passive, showing- seeing, 
telling -listening relationship between 
teacher and pupils." 

The consequences of this history were clear: 
"Satisfactory learning occurs under these 
conditions only when children come to 
school with certain prerequisite abilities 
and skills: an attention span long enough 
to encompass the teacher's utterances and 
demonstrations, the ability voluntarily 
to focus one's attention where it is called 
for, the ability to comprehend verbal 
utterances and to grasp relationships be- 
tween things and their symbolic represen- 
tations, the ability to inhibit large - 
muscle activity and engage in covert 
"mental" activity, to repeat instruction 
to oneself, to persist in a task until 

a self -determined standard is attained- - 
in short, the ability to engage in what 
might be called self -instructional acti- 
vities, without which group instruction 
alone remains ineffectual." 

Therefore, the characteristics which Binet 

and Simon found most useful in distinguishing 
"bright" from "dull" children, and all the test- 
ing items and procedures which have descended 
from their efforts, reflect the value judgment 

that, as Jensen put it, "despite all the criti- 
cisms that can easily be leveled at the education- 
al system, the traditional forms of instruction 
have actually worked quite well for the majority 
of children. And the tests that were specifically 
devised to distinguish those children least apt 
to succeed in this sys +em have also proved to do 
their job quite well." (Emphasis mine.) 

Thus the relationship between tested intel- 

ligence and intelligence as socially defined de- 

pends upon the assumption that the skills most 
important to scholastic success are highly rela- 

ted to what we think of as "general mental abili- 
ty." This is not an unreasonable assumption, 
since the educational systems have been directed 

toward teaching and improving the skills consi- 

dered most important in later life; also, school 

success and standardized tests are major screen- 
ing devices used in determining who will have 

access to the best opportunities later, which re- 

inforces the apparent predictive value of intel- 

ligence tests. 

However, recognizing this assumption expli- 



citly has several important consequences. Let 
us examine the statistical consequences first. 

IQ As a Statistic 

As we have seen, IQ and other related single - 
valued measures of intelligence were developed 
from observation of behavior of "bright" and 
"dull" school children, and the tests were and 
are validated by prediction of scholastic success. 
Although Binet and Simon could not have known it, 
since the relevant statistical theory was not in- 
vented until many years later, their attempts to 
summarize the children's distinguishing traits in 
a single score can be viewed as a rather primitive, 
ad hoc sort of discriminant function analysis. 
They selected types of behavior, assigned weights 
to scores on items which measured different types 
of behavior (the weights presumably were selected 
so as to maximize the difference in average 
scores between "bright" and "dull" children), and 
then formed the weighted sum of these item scores. 

Since this approach required the use of a 

wide variety of unrelated items varying over a 
continuum of difficulty, it should not surprise 
statisticians that the weighted sum had a roughly 
normal distribution. (In fact, Jensen's subse- 
quent analysis suggested that the accumulated 
U.S. data can be fitted even better with a double - 
normal distribution, with one normal "hump" at 
mean of 55 to 60 for children with severe retarda- 

tion caused by known genetic or nutritional de- 
fects, and a much larger normal "bump" with mean 
about 105 for all other children. This would fit 

the proposed description of IQ as a discriminant 
function even better.) 

Having achieved success with their method, 
Binet and Simon had little explanation for the 
underlying structures or attributes; but others 
were quick to supply ideas. Their results were 
published at the height of the "Social Darwinist" 

movement in American and European philosophy, as 
various thinkers -- notably Herbert Spencer -- 

asserted that man, like the animal species, is 

undergoing natural selection which manifests it- 

self through the social class structure. 

The approximately normal distrubution of IQ 

scores led nicely into the hypothesis that intel- 

ligence was a polygenic trait like height; the 
leading analysts who tackled the subject- - 
Francis Galton, Lewis Ter man, Cyril Burt, Henry 

Goddard and Robert Yerkes, among others -- were 
all hereditarian and "Social Darwinist" in their 

thinking; several of these thinkers also belonged 

to one or more "eugenicist" societies, advocating 
breeding of humans as a means to isprove the 

species and solve social problems. 

So soon after the idea was first developed, 
theory about intelligence was pushed into a hered- 
itarian mold which has shaped all subsequent dis- 

cussion. The discriminant function procedure, 

with its great robustness against violation of 

assumptions, would naturally tend to prevent sub- 

sequent data from providing a striking contradic- 

tion of theory -- or any other theory that had 
been adopted, for that matter. 
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When psychologists attempted to extend intel- 

ligence testing to adults, they soon found that 
the "mental age divided by chronological age" 
definition was meaningless, since the raw scores 
of adults of 50 were approximately the same as 
those of adults of 25. "Mental age" did not 
make sense for adults. Therefore, using the he- 
reditarian theory which had since been developed, 
they simply assumed that IQ was normally distri- 
buted and standardized their test scores accord- 
ingly: that is, they assigned an IQ score of 100 
to the mean raw score, 85 to the raw score attain- 
ed or exceeded by 86% of the sample popluation, 
115 to the raw score attained or exceeded by 14% 
of the population, and so forth. 

All modern intelligence tests use this pro - 
cedure, the last holdout -- the Stanford -Binet - 
having converted to it in 1960. Thus the normal 
distribution of IQ scores is a direct consequence 
of the scoring procedure itself; this distribu- 
tion can no longer be said to prove anything 
about genetic influences. 

In summary, then, it seems most reasonable 

to conclude that tested intelligence -- IQ and 
related measures -- can best be regarded as a 

statistical estimate of the probability of schol- 

astic success, derived from a form of discrimin- 

ant function analysis. This statistic is robust 

against the vagueness of the underlying theory 
and is insensitive to changes in critical assump- 
tions, and may therefore understate or camouflage 
effects of theoretical errors. To illustrate the 
potential magnitude of this problem, let us con- 

sider a hypothetical example. 

Viewing IQ From Afar: A Cautionary Tale 

Imagine a school serving two neighborhoods, 

one primarily English -speaking, the other primari- 
ly Spanish -speaking. Suppose that instruction in 

the school is in English only, and that the two 

groups of children have equal means and distribu- 

tions of IQ if tested in their own languages. 
Now suppose that a psychologist downtown at the 
school board office, ignorant of the situation, 

requests that a standard English IQ test be given 

to all the students in the school. 

First of all, he would see that the scores 
for English- speaking students correlate well with 
teachers' opinions of them and with other measures 

of achievement and ability. The Spanish- speaking 

group would have depressed scores, with those who 

knew the most English doing best; this, too, would 

correlate highly with scholastic success. Finally, 

he might be tempted to conclude that the Spanish - 

speaking group was seriously inferior in general 

mental ability. 

Naturally, the school counselor would soon 
propose a program to remedy the difficulty: tutor- 

ing the Spanish- speaking students in English. 

New IQ tests after several months of this program 

would show substantial gains for the Spanish - 

speaking students, and their school performance 

would also improve. 

But what would happen after the tutoring 



ended? Retests a year or two later would show 
the Spanish- speaking students' IQ scores and 
school performance both declining again. The 
school board psychologist would say, sympatheti- 
cally, "Well, it seemed like a good idea, but all 
you got was a 'hothouse effect.' As soon as you 
stopped the intensive tutoring, they started sink- 
ing back to their 'natural' level." And we can 
imagine him writing to hi,s superiors, as Jensen 
did in his 1969 article, "Compensatory education 
has been tried and it apparently has failed." 

Now the frustrated counselor might try 
another approach: he translates the IQ test into 
Spanish and gives another school -wide test, with 
each child being tested in his own language. 
Would this change the situation? No, the school 
board psychologist, reviewing the new score dis- 
tributions, would notice that the new test has a 
lower correlation with school success, and would 
therefore pronounce it "invalid." 

This is why the validation of intelligence 
scores by prediction of school success is so im- 

portant. If we have overlooked a major factor or 
group of factors which determine IQ, we may well 
be led to an error just a great, though not as 
obvious, as that of the hypothetical psychologist. 

For example, for "English- speaking" and 
"Spanish- speaking" substitute "white" and "black "; 
for language, substitute tendency (perhaps largely 
or wholly genetic in origin) to react adversely 
under stress. Is it not possible that much of the 
observed difference in scores of black and white 
U.S. school children could be attributable to such 
factors? Even more important, given the way in 

which intelligence is evaluated and interpreted, 
how would we know whether such factors were in- 
volved? With these questions in mind, we turn to 
the core of the recent controversy: heritability. 

Intelligence and Heritability 

The concept of heritability, particularly as 
applied to race difference in intelligence, has 
been exhaustively reviewed and discussed; it has 
been the focus of the controversy over racial 
differences in intelligence. To summarize briefl% 
heritability has been estimated mainly from stud- 
ies of twins reared apart, and of unrelated foster 
children reared together. Correlations between 
IQ scores of identical twins reared apart have 
averaged around .8; correlations between unrelated 
children reared together have averaged around .5 
to .6. This evidence and corroborative estimates 
derived from the differences between correlations 

for monozygotic (identical) and dizygotic (frater- 

nal) twins have led to a tentative conclusion, 

widely but not universally accepted, that the most 
reasonable estmate for heritability of IQ is 60 
to 80 percent. 

Even if we concede, for the moment, that 

heritability is very important and high heritabi- 
lity is very discouraging to "environmentalists" 
-- a point to which we shall return later -- two 
important criticisms must be made. First, heri- 
tability estimates of IQ mis- attribute some envi- 
ronmental factors to heredity because of the 
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structure of the experiments. Second, heritabi- 
lity estimates of IQ are artificially inflated 
because of the way the tests are constructed and 
updated. 

The first point comes from the fact that 
heritability involves not two factors, but four: 
genotype; environment; covariance (the fact that 
genotypes may not be assigned to environments at 
random); and interaction (the fact that different 
genotypes may respond differently to a given en- 
vironment). While some critics have raised ques- 
tions concerning the possible neglect or under- 
statement of the latter two factors, most seem 
to have missed the fact that neither covariance 
nor interaction can be estimated from twin and 
foster -pair studies, and both effects will show 
up as "hereditary" in such studies. 

To see why this is so, consider a hypotheti- 
cal study in which two white twins, say Jim and 
John, and two black twins, say Bob and Bill, are 
separated at birth: Bob is reared with Jim and 
his white parents, John is reared with Bill and 
his black parents. Jim and Bob are considered by 
the methodology of twin studies to have the same 
environment, and accordingly all differences be- 
tween their test scores would be attributed to 
heredity; in the same way, differences between 
John's and Bob's scores would be attributed to 
heredity. 

But these differences include the different 
treatment Jim and Bob receive in school and else- 

where because one is white and the other is blacid 

The same is true for John and Bill. Thus the 
effects of direct racial discrimination (inter- 
action effects) are attributed to heredity. 

Past studies and standardizations have sug- 
gested that interaction effects are small -- on 
predominantly white samples. A true "crossing 
experiment" such as the one just described has 
never been done, and probably never could be done 
within the code of ethics governing experimenta- 
tion on human subjects. 

In this example, covariance between heredity 

and environment would be zero. Similarly, though, 

it is clear that covariance, like interaction, 

cannot be estimated in a twin or foster -pair 
study, and the effects are most likely to be 
attributed to heredity. Actual adoptions are 
possible only for foster parents who are willing 
to adopt and who meet certain criteria set by the 
regulatory agencies. It cannot reasonably be 

argued that assignment of children to foster par- 
ents is anything resembling random. The tendency 

one would expect is, first, that the range of en- 
vironments available would be substantially 
narrower than the range presented to natural chil- 
dren; and, second, that the white children would 
have a high probability of getting better environ- 
ments. Again, similarities between white twins 
reared apart -- including the better -than -random 

assignment to environments -- would be attributed 
to heredity, and similarly for the effects of the 
non -random assignment of black children to en- 
vironments. In addition, the limited range of 
environmental variation would further inflate 



heritability. 

The second point, which no one to my knowlege 
has noted, is that the dependent variable (intel- 
ligence) changes over time: new test items are 
continually being developed, old items have been 
discarded as "no longer meaningful," and the rules 
of scoring and interpretation have changed accord- 
ingly. Intelligence, unlike, say, height, cannot 
be said with assurance to be the same thing in 

1970 as in 1920. To understand the importance of 
this criticism, we must remember that items are 
dropped from IQ tests because they no longer pre- 
dict well, and new items are added because they 
predict better. Thus some of the most important 
effects of environmental changes are attributed in 

part to obsolescence of test items. 

For example, tests which included such "gen- 
eral knowledge" items as the identity of New 
York's baseball team were used in the 1920's to 
support the conclusion that recent immigrants from 
Eastern and Southern Europe were "infer}8r" to 
Americans of Western European ancestry. Such 
items no longer predict success in school effect - 
ively,-so they have been dropped and replaced; 
the conclusion drawn from the tests at the time, 
that Eastern and Southern European immigrants were 
"genetically inferior," has also been quietly 
discarded; but the heritability estimates derived 
from the tests remain in the scientific literatura 

The IQ's of current descendants of those 
"inferior" immigrants are much higher than the 
high heritability estimates of that time would 
have led us to expect, but instead of being viewed 
as strong "environmentalist" evidence, these re- 
sults are attributed to obsolescence or cultural 
bias of the tests items used then, if they are 
discussed at all. 

These and other technical criticisms cast 
considerable doubt upon the value of heritability 
estimates in drawing scientific conclusions and in 
determining policy. Overshadowing all these argu- 
ments, however, there remains the question of 
what heritability of intelligence really means. 

Is Heritability Important? 

As we have seen, the usefulness of heritabi- 
lity in thinking about intelligence is diminished 
considerably by the technical difficulties in 
measuring heritability in a statistically sound 
manner. Even if heritability could be measured 
in a manner which would answer these objections, 
though, it is not clear what we would gain. 

No matter how it is measured, heritability 
reflects only the effects of the environments and 
genotypes which were included in the sample from 
which heritability was estimated: for example, 
tuberculosis was highly heritable before the dis- 

covery of modern antibiotics, when incidence and 
severity of TB depended mainly on such largely 
genetic traits as respiratory allergies and gen- 
eral susceptibility to infection. In the same 
vein, it is possible to construct an experiment in 

which two groups of plants are selected from the 
same set of genotypes; one group is raised in 
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light, the other in darkness. The heights of the 
plants will be highly heritable within groups, 
but the difference between groups will be environ- 
mental. 

Similarly, the discovery of new environmental 
treatments which could alter IQ would also lower 
the heritability of IQ. High heritability does 
not "prove" that the trait cannot be modified; it 

suggests that modification through treatments pre- 
viously tried is unlikely. It is unwarranted to 
concede, as many critics of the "Jensenist" posi- 
tion have implicitly done, that defensibly high 
heritability estimates for IQ would demolish the 
justification for trying to modify IQ through re- 
search and social programs. At best, heritability 
is useful primarily as an indication of which 
types of treatment seem unlikely to succeed. If 

one is tempted to agree with Jensen that methods 
of compensatory education hitherto tried have 
been proven unsuccessful, the conclusion should 
be to try altering the factors which have remained 
unaltered: starting age for school, home environ- 

ment, prenatal nutrition, and so on. But perhaps 
the most important unchallenged factor is the 

assumption that the "intelligence tests" which 
predict success in school are actually measuring 
the general mental abilities which are needed for 

success in life. 

Implications for Policy and Research 

If the current controversy is seen, then, as 
much fuss over the wrong questions, where do we 
go from here? The first step, I think, is re- 
search on the right question: what do intelligence 

tests really measure? If tested intelligence is 

really a sort of discriminant function, why not 
see whether a properly designed discriminant func- 
tion can't do better? Specifically, it should be 
possible to perform a discriminant function analy- 
sis on children classed as "bright" or "dull" 
according to school performance, using demographic 
factors and various test results as independent 

variables. If all the predictive information 
could be supplied by demographic variables, would 
that not change our ideas about the determinants 
of school success? Whether IQ provides indepen- 
dent information or not, would it not be useful 

and informative to learn what else is important 
in predicting school success? 

Continuing research into motivational psycho- 
logy and various observation -based studies of de- 

veloping perception and reasoning -- the work of 
Piaget and his followers, for example -- is surely 

more promising than further explorations of the 

"nature- nurture" controversy. As was suggested 
earlier, experiments which could resolve the lat- 
ter problem are almost certainly impossible under 

the code of ethics governing human experimentatia 

moreover, even if the experiments could be per- 
formed, their results might be rendered irrelevant 
by the discovery of a new treatment or by the 
acceptance of the idea that intelligence tests 

aren't really important anyway. 

For policy, these conclusions are clear: 

-- Remedial -intervention programs should 



concentrate directly on skills, ;lot on 

raising IQ. If school performance changes, 
IQ scores will have to change in order for 

the tests to remain acceptable predictors. 

- - Research or policy based on "eugenic" 
considerations shoùld be viewed with great 

suspicion until the meaning of tested in- 
telligence is clearly understood. 

- - Perhaps most important, before pro- 

ceeding with massive programs to search 

for treatments to raise intelligence, we 

should consider not only whether raising 
intelligence is useful -- Which, I suggest, 
is an unanswerable question until we under- 

stand clearly what intelligence is -- but 

also how the fair administration of the 

treatment could be controlled. If intel- 

ligence were largely hereditary, at least 

the resultant differences in education 

and occupational status could be ration- 

alized sufficiently for society to function. 

But what if a simple environmental treat- 

ment -- say, a "smart pill" or hormone 
injection -- were found? Who would con- 

trol who gets how much? And how would 
the "less fortunate" react? 

Perhaps the most useful consequence of the 

race -IQ controversy is that social scientists and 

the public may be forced to realize that science 

cannot be divorced from its social context, as 

assumptions alter conclusions. The next time 

some data (such as the IQ scores) suggests to 

some analysts that the democratic ideal is un- 

workable, we should re- examine the analysis and 

the data before preparing to discard the ideal. 

Both science and democracy will be the better for 

it. 
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AN IMPUTATION PROCEDURE FOR DETERMINING 
MISSING FACTOR LEVELS IN ANALYSIS OF VARIANCE 

Ronny A. Schaul, Bureau of the Census 
Jack C. Hayya, The Pennsylvania State University 

A problem of missing independent variables 
arises in the processing of questionnaire data. 
Such a problem has occurred in the construction 
of a price index for new housing. The price of 
the house is the dependent variable, Y. The in- 
dependent variables, Xi are characteristics 

(square feet of floor, number of bathrooms, air - 
conditioning, etc.) consisting of several levels. 

The Construction Statistics Division of the Bu- 
reau of the Census obtains this information from 
a questionnaire survey. In some questionnaires 
only partial information is returned. A solu- 
tion is to "guess" the missing levels of the X. 

by classifying the dependent variable with the 
incomplete information on the Xi into one of 

several populations. The net effect in regres- 
sion, for example, is to reduce the variance of 
the regression coefficients, thereby reducing the 

variance of the predicted Y. 

I. INTRODUCTION 

In a questionnaire survey, it may happen 
that some respondents do not complete all the 
items on the questionnaire. Thus some question - 
naireswith missing information are returned; and 
even though a follow -up may be initiated, there 
is no guarantee of obtaining the missing data 
when the respondent considers them confidential 
or proprietary (or he may simply be uninterested). 
But, in order for these questionnaires to be use- 
ful, all items in them must be completed. This 
happens, for example, when the questionnaire 
survey is used for regression purposes. 

Given that certain necessary information is 
already available on an incomplete questionnaire, 
it seems desirable to impute the missing answers 
in order to reduce the loss of information. The 
imputation procedure considered in this paper re- 
quires that the items imputed can assume only a 
finite number of values; i.e., the imputation 
procedure is applicable in an ANOVA situation. 

We give two examples from surveys con- 
ducted by the Construction Statistics Division of 
the Census Bureau. One example deals with a 
survey to determine a price index of new one 
family houses sold; the other deals with a sur- 
vey to determine a cost index of residential 
buildings with two or more housing units. 

A Price Index of New One Family Houses Sold 

In order to establish a price index, respon- 
dents to a survey are asked to supply data con- 
cerning the following nine items: 

1. The price of the house; 

2. The size of the house (in terms of 
square feet of floor area grouped 
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into 9 classes); 

3. The number of stories; 

4. The number of bathrooms; 

5. The presence or absence of air - 
conditioning; 

6. The type of parking facility (garage 
or no garage); 

7 The type of foundation (basement or 
no basement); 

8 The geographic location (in terms 
of 12 areas); 

9. The metropolitan location (inside or 
outside the Standard Metropolitan 
Statistical Areas as defined by the 
Office of Management and Budget). 

Items 2 to 9 above refer to eight character- 
istics of the house. Information regarding items 
8 and 9 is never missing, since this information 
can be determined independently of the respon- 
dent. Consequently, the interest is in imputing 
a maximum of six characteristics. 

In practice, about six percent of all ques- 

tionnaires have at least one of the items 2 to 7 

unanswered. Since the price of the house is 
practically a continuous variable, imputations for 
missing prices will not be considered here. Also 
since the price of the house is regressed against 
all eight characteristics, an imputation proce- 
dure for missing values of these characteristics 
seems desirable, especially when a questionnaire 
has only one or two entries missing. 

In general, the nonresponse conforms to the 
following distribution: 

Square feet only 32.0% 

Basement only 6.1 

Air -conditioning (AC) only 26.4 

Garage only 6.1 

Stories only 2.0 

Bathrooms only 1.5 

AC and garage 0.5 

Garage and basement 0.5 

AC, garage, and basement 1.5 

All six characteristics 
missing 10.2 

All other combinations 13.2 

100.0% 

A Cost Index of Residential Buildings With Two or 
More Housing Units 

Questionnaires similar to those for deter- 



mining a price index of new one family houses are 
used here. About 40% of all questionnaires have 
at least one of the requested items on the char- 

acteristics of the buildings unanswered. 

Review of Previous Work 

Imputation procedures for similar problams 
have been used by the Bureau of the Census (See 

Chapman, [2, pp. 27 -]). As described by Chapman, 
two main procedures are the Cold Deck procedure 
and the Hot Deck procedure. Both classify the 
data into cells according to the characteristics 
so that "responses will be relatively homogeneous 
within cells and heterogeneous between cells... 
For each missing item for a particular respondent 
to the...survey, the values of the appropriate 
completed items are noted to identify the rele- 
vant cell. The respondent is associated with the 
cell corresponding to the values of the items. 
A value is then selected from the responses in 
the cold deck included in the same cell. This 
value is usually selected at random or system- 
atically" (Chapman, [2, p. 4]). Variations of 
this method consist in using "a moving average of 
values in a cell to substitute for a missing 
value," or "an imputed value...obtained from a 
regression of the particular item on several of 
the other items." (Chapman, [2, p. 6]). The 
difference between the two methods is that the 
Cold Deck procedure uses data from a previous 
survey, whereas the Hot Deck procedure uses 
data from the same survey. The interested reader 
may also refer to [4, 6, 7, 8, 9]. 

Currently, no imputation procedure is used 
by the Bureau of the Census in either of the two 
examples mentioned above. Incomplete question- 
naires are not used when calculating the indices. 
It is planned to use the procedure proposed in 
this paper if the imputation improves the est- 
imates of the regression coefficients which are 
used when computing the indices. Whether im- 

provement is achieved or not is to be determined 
by simulation and by comparing the regression 
using the complete data set on the one hand, and 
the regression using the complete data set aug- 
mented by imputation on the other. 

II. THE IMPUTATION PROCEDURE 

The following is a modification of the Hot 
Deck procedure. It takes advantage of the fact 
that the variables for which imputations are 
made can assume only a finite number of values. 

Determining Factors and Factor Levels 

Suppose we have a factorial design with I 

factors, where factor K has LK levels, 1 < K < I. 

For instance, in the first example given in 
section I (the price index for new one family 
houses sold), the number of factors is I = 8. 

Also, the 8 factors and their number of levels 
are: 

Factor 1. Size of the House, L1 = 9 levels 

2. Number of Stories, L2 = 3 levels 

747 

3. Number of Bathrooms, L3 = 3 levels 

4. Presence or absence 

5. 

of Air -Conditioning, 

Parking, 

L4 = 2 levels 

L5 2 levels 

6. Type of Foundation, L6 2 levels 

7. Geographic Loca- 

8. 

tion, 

Metropolitan 

L7 12 levels 

Location, L8 = 2 levels 

The dependent variable is the price of the house 
and as said before is practically a continuous 
variable. 

Determining Data Sets 

Consider the total set of response data. 
Separate this set into 3 subsets: 

- Subset Dl. Complete information: the value 
of the dependent variable (here 
the price of a house) and the level 
of each one of the I factors are 
given; that is to say, an answer 
has been given for each question on 
the questionnaire. 

- Subset D2. Incomplete information: the, value 
of the dependent variable is given, 
but at least one of the levels of 
the factors was not reported. 

- Subset D3. The dependent variable is not 
observed. 

Since the dependent variable is continuous 
and the independent variables are discrete and 
since this imputation procedure requires the data 
to be classified in cells, imputation will be 
considered only for the independent variables, 
i.e., only for subset D2. 

Classifying of the Data into Cells 

I 

Consider all LK = Cl cells. (For the 
K =1 

above factor levels, C1 = 15,552). Classify the 

complete data of subset D1 into these cells. A- 

mong these C1 cells, consider the C2 cells, 

C2 <.0 
1, 

each containing "enough" observed values 

of the dependent variable so that a distribution 
can be assigned to these values. Only these C2 

cells will be considered in the imputation pro- 
cedure. Therefore, the assumption is made that 
the incomplete questionnaires of the subset D2 
can be classified appropriately using only these 
C2 cells. If it happens that all C2 cells con- 

tain enough observations so that the empirical 
distributions would be good enough approximations 
for the theoretical distributions, then the em- 
pirical distributions can be used instead of the 
theoretical ones. 



Consider an incomplete questionnaire from 
subset D2. Determine from the C2 cells those 

corresponding to the same level of non -missing 
factors which are given by the respondent. Sup- 
pose that C3 cells are thus selected. (If the 

answers corresponding to factors 2 and 3 of our 
first example are missing, a maximum of 3 x 3 = 9 

cells are isolated from the C2 cells; these 9 

cells are determined by the given levels of fac- 
tors 1 and factors 4 through 8. There are nine 
such cells since factors 2 and 3 each have 3 
levels. So here C3 < 9.) The set of C3 cells 

constitutes the possible non -empty cells from 
which the incomplete questionnaire may have or- 
iginated. 

Specifically, if all possible cells C1 are 

made of boxes 81,82,B3,. 
,B15552, 

it may happen 

that the C2 cells containing enough complete ob- 

servations from the subset D1 are: 

8'B11" . 

',B4000' 

Suppose that all possible cells, which an 
incomplete questionnaire of D2 could have come 
from, are B1,B2,B3'. . .,B9. Then the C3 cells 

selected from the C2 cells will be the following 

4 cells: 

So here C3 = 4. 

The Classification of Incomplete Questionnaires 
into Cells 

Assign costs of misclassification. Let 
C(ilj) = cost of misclassifying an observation in 
cell i when in fact it is from class j; i, j = 
1,2,. . .,C2, i j. Suppose the distributions 

considered have pdf's. (Discrete probabilities 
can be treated in a similar fashion.) Let pi(x) 

be the pdf for the ith cell. Let Ri be the region 

of classification in the ith cell; i.e., if 
y Ri, then y (the price of the house) is classi- 

fied in the ith cell. It follows that the proba- 
bility of correctly classifying y into the ith 
cell is 

= pi(x)dx. (1) 

i 

The probability of misclassifying y into the 
jth cell when in fact it comes from the ith cell 
is 

= Pi(x)dx. (2) 

If a priori probabilities qi are known, we can 

calculate the conditional probability of a given 
observation y coming from class i. It is 
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C 
3 

q.p.(x) 
i=1 

(3) 

The expected cost of misclassification is 

C3 C3 

q. C(iIj)P(ilj,R) 
j=1 1=1 

i#j 

(4) 

If we classify the observation in class j, 
the expected cost is 

3 gipi(x)C(jli) 

i=1 

k=1 

(5) 

The expected cost is minimized by choosing j 

so as to minimize (5). This is equivalent to con- 
sidering 

C3 

gipi(x)C(jli), (6) 

1=1 
i#j 

and choosing that j which minimizes it. 

If more than one j minimizes (6), any one of 
them could be chosen. If a priori probabilities 
are unknown, we can do the following: 

The conditional cost if the observation comes 
from cell i is 

C3 

r(i,R) = (7) 

j=1 
#i 

and the classification procedure chooses that i 

which minimizes (7). Suppose now that we have a 
priori probabilities for the population, say qj 

for cell j, 1 < q. < C3, where 

number of observations in cell j 

( 
8 

) number of observations in the C3 cells 

This assumption simplifies the problem and is 

reasonable for the two examples given above. 
Suppose further that the costs of misclassification 

are equal. Let p. be the pdf of the jth class. 

Then the observation considered is classified in 

class j if > for all i j, 1 < i < C3. 

This procedure minimizes the expected cost of 

misclassification assuming that the costs of mis- 
classification are equal. (Anderson [1, p. 148].) 

III. OPTIMAL PROPERTIES 

1. As shown in T. W. Anderson [1, pp. 142 -147], 



the procedure R {R1,R2,. .,RC } is 

3 

admissible. 

2. In a regression situation, we have the 
following: 

Using the set D1 of complete data: 

Y(1) = X(1)ß + E, 
(9) 

= (X(1)"X(1))-1X(1)"Y.(1). 

Using the set D1 U D "2, where D "2 are those 
questionnaires of D2 which were completed by 
imputation, we have 

(2)=x+E= Y(1) X(1) 
= (2) 

Then given 

(10) 

= (X"X)-1X "Y is unbiased (11) 

=> it is unconditionally unbiased. 

The generalized variance of is 

a2 a2 

= + 

which holds since dl,d2,. . .,dn are all 

positive. 

IV. SUMMARY AND CONCLUSIONS 

An imputation procedure for missing factor 
levels in an ANOVA situation is described. This 
procedure uses discriminant analysis to classify 
incomplete questionnaires into cells, and the 
classification leads to completion of these ques- 
tionnaires. The procedure is admissible, and un- 
der the usual assumptions of linear models the 
generalized variance of in Y = Xß + E is re- 
duced. 

Work is presently undertaken on an actual 
problem at the Bureau of the Census, where 139 
out of 197 incomplete questionnaires were rendered 
complete by this procedure. The question of 
assigning distributions has not been resolved; 
but it has been circumvented in this problem by 
assuming that the square root of the dependent 
variable is normally distributed. Also assumed 
are prior probabilities and equal costs of mis- 
classification. 

In conjunction with the above, the following 
research is being pursued: 

1. The determination of distributions for the 

(12) C2 cells (non -empty cells containing com- 

pleted questionnaires) in an automatic 
fashion; 

Then the generalized variance of is re- 

duced if X(1) "X(1), X(2) "X(2) are positive 
definite matrices as shown below. 

Theorem. If A and are positive definite 
matrices, then 

IA + BI > IA1 IBI > max(IAI,IBI) 

Proof. Use the following properties of positive 
definite matrices. (See Anderson, 
[pp. 333 -341], for instance.) If A and 
B are positive definite matrices: 

(i) their determinants are positive 

(ii) there exists a non -singular matric C 

such that 

CAC = I and CBC D Diag. (á1,d2,. . 

with dl,d2,. . .,dn all positive. 

Then + IBI > max (IAI,IBI) holds. Next 

IA + BI > IAI + IBI IA + BI ICI 

1AI IcI + I IBI ICI 

<=> 'CAC + CSC' > IC'ACI + 

<=> II > I'II IDl,using (ii) with 

D = C"BC 

( 1 + d > + d., 

i=1 
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2. The determination by simulation of the 
accuracy of the imputation procedure; and 

3. The determination of its usefulness by 
comparison of the regressions on D1 D "2, 

where D1 refers to the completed question- 
naires and where D "2 is that subset of 
the originally incomplete questionnaires 

that were later completed by imputation. 
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EVALUATION OF THE OCCUPATION ONE- YEAR -AGO ITEM IN THE JANUARY 1973 CPS 

Paula J. Schneider, Bureau of the Census 

I. INTRODUCTION 

The January 1973 Current Population Survey 
(CPS) included supplementary questions on employ- 
ment status, industry, occupation, and class of 
worker as of one year previous (January 1972). 
Since a portion of the persons who answered these 
retrospective employment questions had also been 
interviewed in the January 1972 CPS, it was pos- 
sible to compare responses to the retrospective 
items with the actual reports given in January 
1972. A computer match of the January 1972 and 
January 1973 CPS files on the basis of household 
and person identificaticn information (age, race, 

sex, and line number) netted 29,491 completely 
matched persons.1/ The CPS weights were applied 
to these cases, and tabulations were produced for 
persons 18 years old and over and employed in Jan- 
uary 1973. 

This evaluation of retrospectively reported 
data was undertaken because of the expressed in- 
terest in including similar questions in the 1980 
decennial census and because an evaluation of the 
1970 census retrospective occupation question (a 

5- years -ago question) had raised serious doubts 
about validity.? Specifically, the level of con- 
sistency between the 5- years -ago retrospective 

occupation response and the actual response given 
5 years earlier was only about 22 percent. How- 
ever, since the CPS items involved only a 1 -year 
recall period and included an additional question 
on the starting date for the current job, it was 
felt that the CPS data might be better. 

In the analysis which follows, the terms "re- 
sponse" and "report" are used to designate final 
occupational classification, not purely the per- 
son's response. In other words, both response 
and coding accuracy are reflected in the classi- 
fication. 

II. CONSISTENCY OF RETROSPECTIVE AND ACTUAL OCCU- 
PATION RESPONSES 

A. Overall Consistency. --The January 1972 
occupation distributions of employed persons based 
on the retrospective responses and on the actual 
reports at that time are quite similar (table A). 
No occupation group differs by more than half a 
percentage point between the two distributions. 
However, when the actual and retrospective classi- 
fications are compared on a case -by -case basis, 
inconsistencies become evident (table B). It 

should be noted, though, that the inconsistencies 
cannot all be attributed to recall problems; cod- 
ing errors can also affect the consistency level. 

Agreement between the two responses was measured 
at three levels of occupational classification- - 
detail (3 -digit occupation code), intermediate, 

and major group. Of all persons employed in Jan- 
uary 1972, 59 percent retrospectively reported an 
occupation for that period which agreed at the de- 
tailed level with the occupation reported at that 
time. The consistency rate increases to 69 percent 
based on an intermediate group comparison and to 
77 percent on a major group comparison. The levels 
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of agreement vary somewhat among occupations. Bas- 
ing the rate on a major group comparison, farmers 
and professionals show relatively high response 
consistency(91 percent and 84 percent, respective- 
ly), whereas the consistency rate for laborers is 
only about 56 percent. The remainder of the occu- 
pation groups have consistency rates ranging from 
71 to 82 percent. 

B. Consistency by Sex, Race, and Age. --Women 
have somewhat more consistent classifications at 
the major group level then men -82 percent versus 
74 percent. Consistency does not vary much by race 
or age, except that the rate of agreement for the 
youngest group (18 and 19 years old) is relatively 
low(56 percent). This was caused primarily by the 
failure to report being employed in 1972. Only 
about 77 percent of the persons 18 and 19 years old 
who had been employed in 1972 retrospectively re- 
ported this employment. This is not surprising 
since younger workers normally have a more tenuous 
attachment to the labor force. 

C. Consistency by Mobility Status.--Although 
the overall quality of the retrospective occupation 
data is relatively high, the primary use of such 
data is to identify the characteristics of occupa- 
tionally mobile persons. Therefore, it is impor- 
tant to determine how well the retrospective ques- 
tions define this group. For this study, occupa- 
tional mobility is defined as a change in major 
occupation group between January 1972 and January 
1973 on the basis of the reports at these dates 
(i.e., matched comparison). It should be noted, 
however, that this is not a perfect standard for 
comparison since coding error and erroneous re- 
sponse differences do cause some false occupa- 
tional mobility. 

Of the persons who were occupationally mobile 
according to the matched comparison, only about 12 
percent reported a retrospective occupation which 
agreed at the major group level with the occupation 
reported in January 1972. This compares to a con- 

sistency rate of 96 percent for workers who were 

not mobile based on the matched comparison. As 
shown in tables C and D, the quality of the retro- 

spective data for occupationally mobile persons, 
regardless of occupation group, sex, or age, is 

considerably lower than that for nonmobile work- 
ers. The consistency rate for mobile workers does 
not exceed 20 percent for any major occupation 
group and is less than 10 percent for three groups 
-- managers and administrators, craft and kindred 

workers, and private household workers. In con- 

trast, the consistency rate for nonmobile workers 

exceeds 95 percent for most groups. 

D. Comparison With Other Data. -Overall, the 
accuracy or consistency of the CPS retrospective 

occupation data compares favorably with the evalu- 

ation of the 1970 census item on occupation 5years 
ago and with evaluation studies on current occupa- 

tiondata from the 1960 and 1970 censuses (table E). 

The accuracy of the 1- year -ago occupation item is 
somewhat higher than that measured for the 5- years- 
ago question and is equal to or better than the 



quality measured for the current occupation data 3/ 
However, consistency between the actual and retro- 
spective responses for occupationally mobile per- 
sons (based on the matched comparison) was lower 
for the 1- year -ago CPS occupation question than 
was true for the 5- years -ago question evaluated 
in 1968.4/ The overall consistency rate for the 
5- years -ago item was 22 percent, as opposed to 12 
percent for the 1- year -ago item in this study. One 
would expect that recall would be less accurate 
over 5 years than over 1 year. This perhaps in- 
dicates that the quality of occupation coding for 
the CPS items was less accurate than the coding in 
the 5- years -ago study, and that the "true" consis- 
tent response rate should be somewhat higher. The 

retrospective data in the 5- years -ago study were 
coded by experts in Washington, whereas the CPS 
responses were all coded by regular CPS coders. 
This fact lends more support to the assumption of 
poorer quality coding for the 1- year -ago data. 

However, even a consistency rate of 22 percent, as 
in the 5- years -ago study, cannot be considered 
encouraging. 

III. COMPARISON OF LEVELS OF OCCUPATIONAL 
MOBILITY 

The levels of occupational mobility between 
January 1972 and January 1973 measured by the 
retrospective comparison and the matched compari- 
sonof occupation groups are quite different. How- 
ever, in interpreting these differences, the prob- 
lems in comparing retrospective and matched data 
should be considered. Occupation data has histor- 
ically been subject to variability in response and 
coding. Such errors cause an overstatement in the 
level of occupational mobility when the measure is 
based on a comparison of occupations reported in 
different surveys (i.e., matched data). On the 

other hand, retrospectively reported occupation 
data are often biased by a tendency to report 
one's past occupation to be the same as the cur- 
rent occupation, even when this is not the case. 

This results in an understatement in the level of 
occupational mobility. Therefore, the "true" 
mobility rate is most likely some value between the 
measures derived from matched and retrospective 
comparisons of occupations. 

As shown in table F the level of occupational 

mobility derived from the retrospective data is 

only about one -fifth that based on the matched com- 
parison (4.2 percent vs. 22.8 percent). The differ- 

ence between the retrospective mobility rate and 
the matched mobility rate varies slightly among 

major occupation groups. When the rates are based 
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on the occupation of origin (1972 occupation),the 
ratio of the retrospective to the matched mobility 
rate ranges from .11 for managers and administra- 
tors to .28 for sales workers. 

Differences between mobility levels based on 
the retrospective data and the matched data in- 
crease by age (table G). For workers 18 and 19 
years old, the retrospective approach measured 
about one -half the mobility level derived from the 
matched data; for persons 45 years old and over, 
the matched data yielded mobility rates which were 
more than 10 times as high as those based on the 
retrospective data comparison. 

IV. CONCLUSION 

The immediate impression one may get from this 
investigation is that neither matched data nor 
retrospective data provide adequate measures of 
occupational mobility. If this is the case, per- 
haps a better approach to the measurement of mobil- 
ity is through a detailed survey instrument which 
can focus on job history, including promotions, 
changes in activities and levels of responsibility, 
as well as employer changes and the datespertain- 
ing to all of these. Obviously, such detailed in- 
quiries would not be possible in the decennial 
census proper. However, before ruling out the use 
of retrospective occupation inquiries in measuring 
mobility, the data in this study need to be inves- 
tigated further. 

FOOTNOTES 

Normally, more persons would be included 
in the matched universe, but the occurrence of CPS 
redesign within this time period decreased the size 
of the overlapping sample. 

2/ Walsh, Thomas C. and Paula J. Buckholdt, 
Accuracy of Retrospectively Reporting Work Status 
and Occupation Five Years Ago, E15, No. 3, Bureau 
of the Census, 1970. 

3/ See the series of evaluation studies from 
the 1970 and 1960 censuses for the methodologies 
of the CPS -Census Match studies and the Employer 
Record Check studies. 

4/ See footnote 2. 

5/ Walsh, Thomas C. and Paula J. Buckholdt, 
Effect on the "Same as Present Occupation" Circle 
on the Reporting of Occupation Five Years Ago,E -15, 
No. 2, Bureau of the Census, 1970. 



Table A.- -OCCUPATION DISTRIBUTION IN JANUARY 1972 BASED ON THE JANUARY 1972 CPS AND THE RETROSPECTIVE 
DATA IN JANUARY 1973 CPS 

(Numbers in thousands. Persons 18 years old and over and employed in January 1973) 

Occupation 
January 1972 CPS Retrospective data Difference 

Number Percent Number Percent Number Percent 

Total employed 20,110 100.0 19,988 100.0 -122 (X) 

Professional, technical, and kindred workers. 3,055 15.2 3,034 15.2 -21 0.0 
Managers and administrators 2,367 11.8 2,396 12.0 +29 +0.2 
Sales workers 1,331 6.6 1,360 6.8 +29 +0.2 

Clerical and kindred workers 3,733 18.6 3,633 18.2 -100 -0.4 

Craft and kindred workers 2,905 14.4 2,848 14.2 -57 -0.2 
Operatives, except transport 2,387 11.9 2,313 11.6 -74 -0.3 
Transport equipment operatives 830 4.1 793 4.0 -37 -0.1 
Laborers, except farm 832 4.1 816 4.1 -16 0.0 
Private household workers 232 1.2 227 1.1 -5 -0.1 
Service workers, except private household 2,010 10.0 2,012 10.1 +2 +0.1 
Farmers and farm managers 285 1.4 312 1.6 +27 +0.2 
Farm laborers and supervisors 144 0.7 148 0.7 -4 0.0 
Occupation not reported (X) (X) 97 0.5 (X) (X) 

(X) Not applicable. 

Table B.-- CONSISTENCY OF RETROSPECTIVE OCCUPATION RESPONSE 1/ AND JANUARY 1972 OCCUPATION RESPONSE 
BY MAJOR OCCUPATION GROUP, SEX, RACE, AND AGE 

(Numbers in thousands. Persons 18 years old and over employed in January 1973) 

Major occupation group, 
sex, race, and age 

Total based on 
January 1972 CPS Retrospective response--percent-- 

Number Percent 
Employed 

in 

Jan. 1972 

agreed with 
1 year ago 

aggreed witth 1972 CPS at: 
- - 

Major 
group 

Inter- 
mediate 

Detail 

Total employed in January 1972 20,110 100.0 95.8 76.8 69.1 59.1 
Professional, technical, and kindred workers 3,055 100.0 96.2 84.0 78.5 67.8 

Managers and administrators 2,367 100.0 97.5 71.4 65.6 61.4 

Sales Workers 1,331 100.0 94.7 72.1 70.2 57.5 

Clerical and kindred workers 3,733 100.0 95.7 80.0 66.9 53.8 

Craft and kindred workers 2,905 100.0 96.4 75.6 67.5 61.1 

Operatives, except transport 2,387 100.0 95.5 73.4 60.8 49.5 
Transport equipment operatives 830 100.0 97.2 77.3 67.6 63.0 

Laborers, except farm 832 100.0 93.1 55.9 51.2 40.3 

Private household workers - 232 100.0 84.5 73.7 (X) 56.0 

Service workers, except private household 2,010 100.0 95.0 82.3 78.3 64.2 
Farmers and farm managers 285 100.0 97.5 90.9 (X) 89.5 

Farm laborers and supervisors 144 100.0 93.8 72.2 (X) 61.1 

Male 12,995 100.0 96.2 73.9 67.4 58.7 

Female 7,116 100.0 94.9 82.0 72.1 59.7 

White 18,024 100.0 95.8 77.0 69.3 59.4 

Black and other races 2,087 100.0 95.2 75.4 67.4 56.3 

18 and 19 years old 585 100.0 76.6 56.4 51.3 31.1 

20 to 24 years old 1,615 100.0 91.6 72.0 61.4 45.4 

25 to 34 years old 4,122 100.0 96.7 78.6 71.0 59.4 

35 to 44 years old 4,533 100.0 96.6 78.2 71.3 61.8 

45 to 54 years old 5,011 100.0 97.0 76.5 68.3 60.9 

55 to 64 years old 3,536 100.0 96.7 78.4 70.2 61.5 

65 years old and over 709 100.0 96.2 80.0 75.7 67.8 

1/ Occupation 1 year ago as reported in January 1973. 

X Not applicable. No intermediate occupation groups. 
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Table C.- CONSISTENCY OF RETROSPECTIVE OCCUPATION RESPONSE /AND JANUARY 1972 OCCUPATION RESPONSE 
BY OCCUPATIONAL MOBILITY STATUS 2 /AND MAJOR OCCUPATION GROUP 

(Numbers in thousands. Persons 18 years old and over employed in January 1973) 

Occupational mobility status and 
major occupation group in January 1972 

Total based on 
January 1972 CPS 

Retrospective response - percent -- 

Number Percent 
Employed 

in 
Jan. 1972 

Occupation 1 year ago 
agreed with 1972 CPS at: 

Major 
group 

Inter - 
mediate Detail 

OCCUPATIONALLY MOBILE 

Total 4,577 100.0 92.0 11.8 10.8 8.5 

Professional, technical, and kindred workers 442 100.0 91.6 10.0 8.8 7.2 

Managers and administrators 654 100.0 96.3 6.0 5.8 5.8 

Sales workers 403 100.0 91.1 17.9 17.1 2.5 

Clerical and kindred workers 693 100.0 93.8 12.6 11.4 9.5 

Craft and kindred workers 682 100.0 93.1 8.1 7.2 6.5 

Operatives, except transport 623 100.0 92.1 12.2 10.1 9.1 

Transport equipment operatives 204 100.0 96.1 15.7 14.2 14.2 

Laborers, except farm 392 100.0 90.0 12.8 12.0 10.2 

Private household workers 48 100.0 56.3 6.3 (X) 6.3 

Service workers, except private household 365 100.0 86.3 19.2 18.9 15.6 

Farmers and farm managers 24 100.0 91.7 13.6 (X) 13.6 

Farm laborers and supervisors 47 100.0 80.9 19.1 (X) 19.1 

NOT OCCUPATIONALLY MOBILE 

Total 15,533 100.0 96.9 96.0 86.2 77.5 

Professional, technical, and kindred workers 2,613 100.0 97.0 96.5 90.3 79.6 

Managers and administrators 1,713 100.0 98.0 96.4 88.3 85.2 
Sales workers 928 100.0 96.1 95.6 93.3 81.5 

Clerical and kindred workers 3,040 100.0 96.2 95.4 79.4 68.2 

Craft and kindred workers 2,223 100.0 97.3 96.4 86.1 80.8 
Operatives, except transport 1,764 100.0 96.7 95.1 78.6 69.0 

Transport equipment operatives 625 100.0 97.8 97.6 85.1 84.3 

Laborers, except farm 440 100.0 96.1 94.3 86.1 77.5 

Private household workers 184 100.0 91.8 91.8 (X) 70.7 

Service workers, except private household 1,646 100.0 96.8 96.3 91.4 79.6 

Farmers and farm managers 261 100.0 98.5 98.1 (X) 97.7 

Farm laborers and supervisors 97 100.0 100.0 97.9 (X) 90.7 

X Not applicable. No intermediate occupation group. 

1/ Occupation 1 year ago as reported in January 1973. 

2/ Mobility status based on a comparison of major occupation groups as reported in January 1972 and 
in January 1973. 
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Table D.-- CONSISTENCY OF RETROSPECTIVE OCCUPATION RESPONSE!/ AND JANUARY 1972 OCCUPATION RESPONSE 
BY OCCUPATIONAL MOBILITY STATUS SEX, AND AGE 

(Numbers in thousands. Persons 18 years old and over employed in January 1973) 

Occupational mobility status, 
sex and a e g 

Total (based on 
January 1972 CPS) 

Retrospective response--percent- 

Number Percent 
Employed 

in 

Jan. 1972 

Occupation 1 year ago 
agreed with 1972 CPS at: 

Major 
group 

Inter- 
mediate 

Detail 

Occupationally Mobile 

Male 3,410 100.0 93.2 10.8 10.1 8.4 
Female 1,167 100.0 88.8 14.7 13.1 8.8 

18 and 19 years old 267 100.0 69.7 27.3 25.1 19.1 
20 to 24 years old 502 100.0 83.7 23.7 21.7 17.5 
25 to 34 years old 913 100.0 93.4 16.2 14.6 11.9 
35 to 44 years old 958 100.0 94.5 10.8 9.8 7.0 
45 to 54 years old 1,095 100.0 96.0 4.3 4.0 3.3 
55 to 64 years old 724 100.0 94.2 6.4 6.2 4.8 
65 years old and over 118 100.0 98.3 2.5 2.5 1.7 

Not Occupationally Mobile 

Male 9,584 100.0 97.3 96.4 87.8 80.4 
Female 5,949 100.0 96.1 95.3 83.6 72.8 

18 and 19 years old 319 100.0 82.1 80.9 72.7 57.4 
20 to 24 years old 1,113 100.0 95.3 93.7 79.1 68.7 
25 to 34 years old 3,209 100.0 97.7 96.3 87.1 78.1 
35 to 44 years old 3,574 100.0 97.2 96.4 87.7 79.7 
45 to 54 years old 3,915 100.0 97.4 96.7 86.2 78.4 
55 to years old 2,812 100.0 97.4 96.9 86.7 77.6 
65 years old and over 591 100.0 95.8 95.4 90.4 81.4 

1/ Occupation 1 year ago as reported in January 1973. 
2/ Mobility status based on a comparison of major occupation groups as reported in January 1972 and 

in January 1973. 

Table E.-- COMPARISON OF THE ACCURACY OF THE RETROSPECTIVE 1- YEAR -AGO OCCUPATION DATA WITH THE 
ACCURACY OF OTHER RETROSPECTIVE AND CURRENT OCCUPATION DATA 

Major occupation group 

Accuracy rates of occupation data 1/ 

Retrospective 
occupation data 

Current occupation dat 

CPSOccu- Occa- 
pation 1 

tien 
up 

5 years 
year ago 2/ 

Total 
Professional, technical, and kindred workers 
Managers and administrators 
Sales workers 
Clerical and kindred workers 
Craft and kindred workers 
Operatives, except transport 
Transport equipment operatives 
Laborers, except farm 
Private household workers 
Service workers, except private household 
Farmers and farm managers 
Farm laborers and supervisors 

80.2 

87.5 
73.6 

76.3 
83.9 
78.8 
77.5 

79.9 
60.0 

87.7 
87.1 

94.2 
77.6 

74.0 

85.8 
68.8 
67.5 

77.9 
74.8 

75.1 

47.5 

80.0 
79.9 
77.1 

50.0 

1970 CPS - 
Census 
Match 

1970 
Employer 
Record 

Check 2/ 

1960 CPS - 
Census 
Match 

Employer 
Record 
Check 

76.8 80.6 80.6 83.2 

84.9 83.6 89.4 89.7 
57.2 60.0 65.0 . 64.1 
78.5 79.5 83.3 91.7 
82.0 84.9 88.0 84.7 
75.2 76.9 79.2 84.1 
81.1 81.8 
79.6 95.6 

82.9 86.5 

50.4 51.7 59.3 54.0 
80.6 (NA) 92.1 (NA) 

82.9 87.0 86.0 85.2 
83.0 (NA) 84.6 (NA) 
77.2 (NA) 75.0 (NA) 

Note: Since the other studies measured only the accuracy of occupation responses and did not consider 
errors in reporting work status and nonresponse, data from this study were adjusted accordingly. The uni- 
verse was restricted to persons who correctly reported (retrospectively) their work status in January 1972 
and also reported an occupation. Thus, the rates given here do not agree with others shown in this report. 

NA Not available. 
1/ Accuracy rates are based on a comparison at the major occupation group level. 

Based on the 1968 Subject Response Study. 
3/ Preliminary data. 
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Table F.-- OCCUPATIONAL MOBILITY RATES- FROM THE MATCHED AND RETROSPECTIVE COMPARISONS BY OCCUPATION 

OF ORIGIN AND OCCUPATION OF DESTINATION 

Occupation 

Mobility rates by 
occupation of origin 

Mobility rates by 
occupation of destination 

Matched 
comparison 

Retro- 
spective 

comparison 

Ratio: 
Retrospec- 

tive/ 
matched 

Matched 
comparison 

Retro- 
spective 

comparison 

Ratio: 
Retrospec- 
tive/ 

matched 

Total, 18 years and over 22.8 4.2 0.18 22.8 4.2 0.18 

Professional, technical, and kindred 14.5 2.2 0.15 15.9 2.7 0.17 
Managers and administrators 27.6 2.9 0.11 31.2 4.6 0.15 

Sales workers 30.3 8.6 0.28 30.2 5.4 0.18 

Clerical and kindred workers 18.6 3.3 0.18 17.4 4.1 0.24 
Craft and kindred workers 23.5 3.0 0.13 24.1 4.5 0.19 
Operatives, except transport 26.1 5.4 0.21 24.9 7.0 0.28 
Transport equipment operatives 24.6 5.6 0.23 22.6 5.7 0.25 
Laborers, except farm 47.2 11.1 0.24 44.7 9.0 0.20 

Private household workers 20.6 2.4 0.12 15.6 1.8 0.12 
Service workers, except private 
household 18.1 4.8 0.27 17.0 5.0 0.29 

Farmers and farm managers 8.4 1.8 0.21 14.4 1.3 0.09 
Farm laborers and supervisors 32.9 7.3 0.22 19.2 0.7 0.04 

1/ Percent of all persons working in January 1972 and January 1973 who changed major occupation 
groups. 

Table G.-- OCCUPATIONAL MOBILITY RATES1/ FROM THE MATCHED AND RETROSPECTIVE 
COMPARISONS ACCORDING TO OCCUPATION OF ORIGIN BY SEX AND AGE 

Sex and age 
Matched 
comparison 

Retrospective 
comparison 

rospe: 
retrospective/ 

matched 

Male 26.2 4.7 0.18 
Female.... 16.4 3.4 0.21 

18 and 19 years 45.6 23.1 0.51 

20 to 24 years 31.1 11.7 0.38 

25 to 34 years 22.2 5.7 0.26 

35 to 44 years 21.1 3.5 0.17 
45 to 54 years 21.9 1.7 0.08 

55 to 64 years 20.5 1.5 0.07 

65 years and over 16.6 0.6 0.04 

1/ Percent of all persons working in January 1972 and January 1973 
who changed major occupation groups. 
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ONE -STEP WEIGHTED LINEAR REGRESSION FOR DICHOTOMOUS DEPENDENT VARIABLE 

Wen -Fu P. Shih, Florida Atlantic University 

Introduction 
A general linear approach to the analysis of 

qualitative data was developed by Gizzle, Starner 
and Koch (GSK) in 1969.' Lehnen and Koch also 
applied this tecníque to the field of political 
science in 1974. 

Based on the measurement of dependent variables 
and the hypothesis of interest, both dummy vari- 
able regression and analysis of variance ap- 
proaches have been applied to categroical data. 
The analysis of variance apporach requires the 
assumption of homogeneity of variance. However, 
when the dependent variable is nominal or ordinal 
this assumption needs some modification. Also 
the homogeneity of variance is not adjusted by 
the dummy variable regression technique. Thus, 
the GSK approach uses the analysis of variance 
type of application to nominal data without the 

homogeneity assumption. This method is based on 
the general weighted least squares to estimate 
appropriate functions of the cell proportions 
in the complex contingency table. 

Most social science data are either from sample 
surveys with large sample sizes or from govern- 
ment or private institutions with mass data stored 
on the tapes. To apply the GSK method, research- 
ers have to start from contingency table analysis 
Then, based on this table output, a design matrix 
for regression models are set up. It requires 
tremendous man power and computer time to handle 
large samples. Especially, when setting up the 
design matrix for a saturated model for a large 
number of independent variables, the computation 
of interaction terms become very complicated and 
likely causes errors. 

Therefore, the purpose of this study is to 

demonstrate a weighted linear regression analysis 
for a dichotomous dependent variable without 
going through contingency table analysis. It is 

called a one -step weighted linear regression 
(OWLR). Based on this OWLR technique, a user can 
directly apply regression analysis to the raw 
data and the unequal variance of the dependent 
variable can be simultaneously adjusted. This 

approach also can be generalized to the case of a 
dependent variable with more than two levels by 
adjusting the variance -covariance matrix. 

Analysis of Technique 
The social behavior relationship in some cases 

can be formulated as a dichotomous dependent var- 
iable. For example, a person can send his chil- 
dren to either public school or private school; 
or, he either protests school desegregation or 
does not protest. According to GodbergerZZ, this 

type of variable is naturally formulated into a 
regression equation. The dependent variable of 
this regression Yi has only two values, which can 
be coded as and 1 without losing generality. 

I.e.: 0 if negative 
Yi if positive 

The general linear regression model can be 
written as 

Y =Xß +c (1) 

where Y is an n x 1 vector of observations on a 
dependent variable, n is a dimension of the vector, 
X is an n x p matrix of nonstochastic regressors 

'757 

with rank p, is a p x vector of unknown re- 
gression coefficients, and is an n x 1 vector 
of unknown disturbances. 

To illustrate, let behavior toward school 
desegregation be a dependent variable Y, and let 
income and education be independent variables X1 
and X2, respectively. The model can be written 
as 

Yi = + 61X11 + ß2X2í + 
where 

(2) 

if protest 
Yi if not protest 

1 if high income 
Xli = -1 if low income 

1 if education high 
X2i -1 if education low 

i = 1, 2, ..., n and n is the number of observa- 
tions. p, $1, and $2 are regression coefficients, 
and are unknown disturbances. 

This model can also be considered as a condi- 
tional probability function Pr (Protest given 
X1, X2) = P(Yi = 1 X1, X2) (3) 

Denote P(Yi = 1 I X1, X2) = p for all i (4) 

then 
E(Y1) = 0(1 -p) + p = p 

E(Yi2) = 02(1 -p) + 12p = p 

Var(Y) = E(Y12) - (E(Y))2 = p(1-p) 

Cov(Yj, Yj') = E(YjYj')-E(Yj)E(Yj') = 0 

The dependent variable Yi is a Bernouli trial 
under the condition of X1 X2 x2i. 
According to Feller! the probability function is 

P(Y =y) = pY(1- p)1 -Y, y =0 and 1 for each 
trial. 

The likelihood function of p is 

L(p) = Y1, Y = y2, .., Y = 

= piYi(1 - p)n 
To maximize likelihood, take log of L 

In L = iyiln p + (n- Eyi)ln(1 -p) 

and take derivative of L with respect to, p, 

Eyi n-Eyi 
i 

0 
ap p 1 -p 

The maximum likelihood estimator of p is 

EYi 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(12) 

= (13) 

From (7) and (13) the estimator of Var(Y), s2, is 

obtained as 

s2 = (1 (14) 

Given XI = and X2 x2i, where x2i = -1 
or 1, tfie maximum likelihood estimators of p 

and Var (Y) are noted as 

ni 

pi nj (15) 

and = (16) 

where n equals the total frequencies in the sub- 
group j, with (Xi = -1 or 1 and X2 = -1 or 1). 



equals the total number of l's in the jth 
subgroup. 

In this particular case there are four sub- 
groups, for j = 1, Group 1 = (X1 = -1, X2 -1) 

with n1 observations, for j = 2, Group 2 = (X1 = 

-1, X2 = 1) with n2 observations; for j 3, 

Group 3 = (X1 = 1, X2 = -1) with n3 observations; 
for j = 4, Group 4 = (X1 = 1, X2 1) with n4 

observations. The total number of subgroups 
equal where Xk equals the levels of Xk. 

Therefore, the variance -covariance matrix E 

becomes 

2 

s2 

t 

2 

2 

2 

3 

s3 
2 

2 
4 

s4 
2 

(17) 

where n = n1 + n2 + n3 + n4. 

As can be seen from equation 17, the distur- 
bance belongs to heteroskedastic, and the weight- 
ed linear regression coefficient 8 can be esti- 
mated by 

= (XE -1X) 
-1 

the equation 18 is equivalent to a function used 
to solve the linear regression coefficient 8, 

i.e., a linear regression equation is expressed 
as 

Y* = X *8 + E (19) 

in which 

= (X *'X *)- 1X * "Y *, (20) 

X* (21) 

and 
Y* = (22) 

In practical application, the X* and Y* are re- 
placed as xij* and yij respectively; and the 
xij* and yij* are expressed as 

x 
ij si 

yij*= 

where 

si 

= (Pj(1 -p)) (25) 

Based on the equations 19, 20, 23, 24, and 25, 
a systematic flow chart as shown in Figure 1 is 

developed for this OWLR technique. This flow 
chart has been also converted to a computer pro- 
gram with Fortran IV language. The input data 
of this program are only raw dependent variables 
and dichotomous independent variables. All inter- 
action terms will be generated by the program 
itself. The results of the program output are 
the estimators of weighted linear regression co- 
efficients, the x2 test for each regression, and 
the goodness of fit of the model. 

Another computer program with the same lang- 
uage is also developed to generate the independent 
variables with more than two levels. 

(START) 

READ INPUT OF RAW DATA 

RE- CODING RAW DATA 
DEPENDENT VARIABLE WITH (0,1), 

INDEPENDENT VARIABLE WITH ( -1,1) 

COMPUTE 
FREQUENCY DISTRIBUTION 

AND GROUPING DATA 

COMPUTE 
VARIANCE OF EACH GROUP 

MULTIPLY 
THE INVERSE OF COMPUTED 

STANDARD DEVIATION TO RECODED DATA 

(REGRESSION 

(ANALYSIS 

Figure 1: Systematic flow chart of OWLR technique. 

Example of Application 
Data used in this example are obtained from a 

survey of parents in Duval County, Florida. 
On the basis of responses to questionnaire 

items by parents whose children attend desegre- 
gated public schools, two groups are classified: 
(1) Those who did not protest against desgrega- 

tion: Y = 0 
(2) Those who did protest: Y = 1. 

The goal is to study the impact on protest of 
income, education, the percent of black change in 

assigned school from 1971 -72 to 1972 -73, and 

racial prejudice. The regression model for the 

ith observation can be written as: 

(23) (A) Yi = + + 82X21 + 83X31 + 84X41 
+ (26) 

(24) or P(Yi /X1,X2,X3,X4) = + + 82X2i 
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+ 83X3i + 84X41 (27) 

i = 1, 2, ..., n 
where 1 for high income 

li -1 for low income 



1 for high education 
X 
21 

={ 
-1 for low education 

1 for high racial prejudice 
X3i -1 for low racial prejudice 

1 for the school with black ratio 
X41 ={ increase 

-1 for the school that did not 

change or decreased the black 
ratio 

There are sixteen possible combinations of X's. 
Hence, sixteen subgroups are used in the sample. 
The frequency in each subgroup of data are shown 
in Table 1. For convenience, the equation 27 can 
be expressed as 

sj (p. - Pj) )1 

= 

= (1 (1 - iyid) ) 

(yij (n. - iyij) )1 

As can be seen from Table 1, the GSK method re- 
quires all these Y's and X's values for the 
analysis of the weighted linear regression 

(28) 

coefficient. However, on this study, the values 
of the weighted linear regression can be calcu- 
lated directly from raw data by using the OWLR 
program, and the Y is a dichotomous dependent 
variable instead of using all frequencies as 
shown in Table 1. The result of regression ob- 
tained by both GSK method and OWLR techniques is 
the same and is expressed as 

Y = 0.2841 + 0.0332X1 + 0.0700X2 ** 
+ 0.0724X3 ** + 0.0339X4 (29) 

* *significant at the a = .01 level. 
As can be seen from equation 29, the education 

X1 and changing black ratio X4 are nonsignificant, 

but income X2 and racial prejudice X3 are highly 
significant. These imply that the proportion of 
protest of school desegregation is highly affected 
by the parent's income and racial prejudice, but 
is not affected by the parent's education and 
black ratio change. The code system ( -1, 1) is 

used in the study. Based on the previous study 
reported by Shih, et. al.5 (1975), the regression 
coefficients are twice larger than the percentage 
wise effect on the dependent variable which is 
based on the (0, 1) code system. 

TABLE 1 

Protest Cross -Classified by 
Education, Income, Racism and Percent of Black Change 

Subgroup Non -protesters 
0 

Protesters 
Y 1 

Education 
X1 

Income 
X2 

Racism 
X3 

% Black 
Change 
X4 

(P (1 - P) )15 

1 1 -1 -1 -1 -1 .5000 

2 32 6 1 -1 -1 -1 .3646 

3 2 1 -1 -1 -1 .4714 

4 30 8 -1 -1 .4077 

5 6 2 -1 -1 -1 .4330 

6 33 14 1 -1 -1 .4573 

7 6 2 -1 -1 .4330 

8 27 23 -1 .4984 

9 2 1 -1 -1 -1 .4714 

10 23 6 1 -1 -1 .4051 

11 1 1 -1 .5000 

12 12 8 1 -1 .4099 

13 7 2 -1 -1 .4157 

14 19 7 -1 .4436 

15 3 2 -1 i .4899 

16 11 15 .4940 

Thus, the result b2 .07 can be interpreted to 

mean that the group with the higher income is 
3.5% more likely to protest school desegregation, 
or that the proportion of protestors is increas- 

ed 3.5% from lower income to higher income. The 

value of b3 = .0724 implies that the proportion 

of protestors is 3.62% higher due to the higher 
racial prejudice. 

The model with two factor interactions of this 

data can be written as 
4 4 

= + + Xi + 
j =1 j i =1 j 

#i 

The estimated regression coefficients and their 

X2 tests are shown in Table 2. As Table 2 shows, 

further analysis is probably meaningless because 
all b's are nonsignificant. 
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Summary and Conclusions 

The Grizzle, Starmer and Koch (GSK) approach 
has been widely applied to qualitative (ordinal) 
data in the social sciences to perform general 
weighted linear regression. The application of 
the GSK method to most social science data re- 
quires two steps: the first is to find the cell 
frequencies for each subgroup; the second is to 

construct a design matrix and apply the method. 
When the sample size is very large, as in most 
social science data, this approach is too tedious 
and cumbersome to use because there are too many 
interaction terms and much computing time is 
involved. Therefore, a one -step procedure with- 
out going through the procedures of finding cell 
frequencies and constructing the design matrix 
has been mathematically modified in this study to 
provide the weighted linear regression. This 



TABLE 2 

Independent Variable b 
2 

Education -.0039 .0062 
Income .0510 1.4700 
Racism .0130 .0707 

Black Change .0332 .6329 
Education x Income .0385 .8594 
Education x Racism .0668 1.9232 
Education x Black .0081 .0383 
Income x Racism .0278 1.1462 
Income x Black .0363 1.8352 

Racism x Black -.0147 .2971 

All X2's are nonsignificant at a = .05. 

one -step weighted linear regression (OWLR) for 

dichotomous dependent variables has been comput- 
erized. The imput data of this program require 
only a raw dependent variable and dichotomous 
independent variables. All interaction terms 
are generated by the computer itself. The 
result of the program output are the estimators 
of weighted linear regression coefficients, X2 
test for each regressor, and the goodness of fit 
of the model. 

Responses to questionnaire items by parents 
whose children- attend desegregated public school 
in Duval county, Florida, are used to exemplify 
the application of OWLR technique. Comparisons 
of these OWLR results with the GSK approach 
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indicate that OWLR not only is applicable but 
also that the computing time can be reduced 
significantly. 
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RANDOMIZED RESPONSE TECHNIQUE IN A NATIONAL SURVEY 
Iris M. Shimizu and Gordon Scott Bonham 
National Center for Health Statistics 

1. INTRODUCTION 

Up until the Supreme Court ruling 1973, 

abortions were illegal in many States and greatly 
restricted in most other States. Asking women to 
report abortions was often asking them to report 
illegal behavior and to potentially open them- 
selves to criminal prosecution. Even where 
abortions were legal, the sensitivity of the sub- 
ject led to underreporting. The importance to 
fertility and health research of knowing about 
the amount of abortion, however, was still great. 

Surveys designed to measure abortions by 

direct questionning had been able to elicit lit- 
tle reporting of abortion [10]. Registration or 
reports of legal abortions in the United States 
r2, 91 did not include illegal abortions nor 

abortions from non -reporting jurisdictions or 
facilities. In addition, little information is 

available from registration on the characteris- 
tics of women whose abortions are reported. 

Randomized response is a technique introduced 
by Warner [8] to obtain estimates of behavior 
that is normally underreported, most often be- 
cause it is sensitive or may have social stigma 

attached to it. The randomized response tech- 

nique allows the respondent to answer truth- 

fully without the interviewer being able to know 

whether or not the respondent has the sensitive 

characteristic. Horvitz and his associates I-4] 

found that the randomized response technique 
produced an estimate of illegitimacy almost as 
high as the known illegitimacy in the selected 
sample. Another North Carolina study yielded 
an estimate of abortions for the United States 
that was in line with previously hypothesized 
lumbers, if the total United States experience 
was similar to that of North Carolina [1]. 

The randomized response tehcnique of inter- 

viewing on sensitive topics was used by the 
National Survey of Family Growth (NSFG) to as- 

certain the incidence of abortion within a twelve 

month period, and yet preserve the individual 

respondent's complete privacy. The model chosen 

for the survey was the two unrelated questions 
model investigated by Folsom, et al [3]. The re- 

sults indicate that a substantial amount of 

abortion was reported, even though the survey 
yielded divergent estimates for the amount of 

abortion. 

2. IMPLEMENTATION OF RANDOMIZED RESPONSE MODEL 

2.1 The National Survey of Family Growth 

The NSFG is based on a multi -stage probability 
sample of women 15 to 44 years of age, living in 
households in the conterminous United States. To 

be eligible for the NSFG, a woman must be either 

ever married, or single (i.e., never married) 

with her own children living with her. The data 

are weighted to provide national estimates. The 

survey is conducted biennially by the National 

Center for Health Statistics. Data for the pre- 

sent discussion comes from the first cycle of the 

survey, which began in 1973. 
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The field work for that cycle was conducted by 
the National Opinion Research Center of the Univ- 
ersity of Chicago between July 1973 and February 
1974. The median date of the interviews was 
about September 15, 1973. The NSFG measure of 
abortion was in reference to the 12 months pre- 
ceding the date of interview. Although this 
measurement reflects no exact calendar time per- 
iod, discussion in this paper will be made as if 
the twelve month incidence was congruent with the 
period September 16, 1972, through September 15, 

1973. All figures shown are provisional. 

2.2 Application in the Survey 

The randomized response model employed two 
random half -samples. All sample households were 
numbered sequentially at the time the sample was 
drawn. If the last digit of the household number 
was odd, any eligible respondent interviewed in 
the household fell into the first half -sample. 
This included 4,926 respondents. During the 
interview, they were asked the innocuous 
question: 

This time last year, did you live in a 
different county or State than this one? 

(IF THE RESPONDENT NOW LIVES IN LOUISIANA, 
SAY: "different parish or State." 

IF R. NOW LIVES IN THE NEW ENGLAND STATES, 
SAY: "different township or State. ") 

At the end of the interview, respondents in half - 
sample I were handed a card with the questions: 

[Heads] In the past 12 months, I had an 
abortion done to end a pregnancy. 

[Tails] Was your mother born in April? 

They were instructed to toss a penny and if a 
head showed, then the respondent was to answer 
the question after the head on the card. If a 
tail showed, then the respondent was to answer 
the question after the tail on the card. They 
were to answer only "yes" or "no ". 

If the last digit of the household number was 
even, the interviewed respondent was in half - 
sample 2. This half -sample included 4,871 women 
who were directly asked: 

In what month and year was your mother born? 

At the end of the interview, half -sample 2 re- 
spondents were given the same instructions as 
the half -sample 1 respondents and then given a 
card with the questions: 

[Heads] In the past 12 months, I had an 
abortion done to end a pregnancy. 

[Tails] This time last year, I lived in a 
different county or State than 
this one. 



The responses to the above questions were 

used to obtain the following estimates: 

= estimated probability of a "yes" re- 

sponse to the randomized question 
asked in the first half -sample. 

= estimated probability of a "yes" to the 

1 direct question in the first half -sample 
and is an estimate of the proportion of 
the population who lived in a different 
county or State last year. 

= estimated probability of a "yes" re- 
sponse to the randomized question in 
the second half -sample. 

estimated proportion of the population 
whose mothers were born in April, de- 

rived from the second half -sample. 

The probability of selecting the sensitive ques- 
tion on abortion is assumed to be P = 1/2, since 
a penny was the randomizing device. This assump- 
tion, together with the above estimates, leads 
to the following unbiased estimates of 7A, the 

proportion of the population having abortions. 
That is 

;A(1) = - (1-P) = 24 - (2.1) 

;A(2) = X2 (1-P) = 
2X2 

- xi. (2.2) 

The final estimate is then the weighted average 

W (1-W) (2.3) 

where W was chosen to minimize the variance of 
If 

= Var ;A(1) (2.4) 

Var (2.5) 

r12 CovfnA(1), 
A 
(2)] (2.6) 

then the value of W that minimizes the variance 
of is 

Wopt. 
= - + 2E12) (2.7) 

and the variance of ;A 
becomes 

Var(nA) - + - 2E12). 

(2.8) 

Estimates of the variances and covariances of 

and (2) were substituted in (2.7) and 

(2.8). A balanced half -sample replication pro- 
cedure [5] was used to compute the variances 

and covariances of 
, 

and 
d 

, which 

values were then used in the straightforward 
formulae for estimating the variances and covar- 
iance of 

A 
and (2). 
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2.3 Effectiveness of the Technique 

Of the 9,797 respondents, 98.5 percent accept- 
ed the randomized response "game" and gave an 
answer of "yes" or "no ". Seven respondents did 
not answer because they could not read and twenty 
refused to give an answer. Another 124 were not 
asked the question or did not give a codable ans- 
wer. Of these 151, about 55% and 45% were in the 
odd and even samples respectively. Interviewers 
reported that some respondents felt flipping a 

coin was foolish, and immediately answered "no "to 
both, but no count was made of these respondents. 

There was no other report of adverse reactions, 
and the small rate of non -response on this ques- 
tion compares favorably with other items on the 
questionnaire. Non -response was actually higher 
for the innocuous questions when asked directly 
during the course of the interview than for the 
randomized response question itself. Of the 
half -sample asked when their mother was born, 8.2 
percent did not know the month and an additional 
3.0 percent were erroneously not asked the ques- 
tion. For the question on whether they lived in 
the same county and State last year, there were 
no "don't know" responses but 3.0 percent of the 

women were erroneously not asked the question. 
Most of the not ascertained cases were due to 
interviewer confusion -- asking the wrong question 
for a in a specified half -sample, or com- 
pletely missing the question. In the NSFG, 
missing data were imputed from similar respon- 
dents where "similar" respondents are defined 
to be of the same age, race, and, for migration, 
education. 

3. FINDINGS 

3.1 NSFG Estimates 

The provisional estimates of women with abor- 
tions produced through the randomized response 
technique are shown in the table, along with all 
the components of the estimator. The overall 

estimated proportion of the ever married plus 
single women with their own children in the 
household who had abortions is 3.0 percent with a 
standard error of 0.8 percentage points. Based 
on an estimated 31,018,000 women ever married or 

single with their own children, an estimated 
930,000 women in these categories had an abortion 
within the 12 month reference period with a 
standard error of the 248,000 assuming the ran- 
domized response procedure achieved accurate 
reporting. 

However, there is wide variation in the half - 
sample estimates of abortion. According to the 

table, 5.3 and 0.6 percent of the women ever 
married or single with their own children, had 
abortions in half -samples 1 and 2, respectively. 
The difference in the two half -sample estimates 
is 3.0 times the standard error of the difference. 
This great a difference would not be expected by 
chance. Potential sources of error or bias are: 
(1) selection of the two half -samples and differ- 
ential weighting; (2) the randomizing device or 
its application; (3) interviewers asking inappro- 
priate questions, failing to ask appropriate 
questions, or incorrectly wording questions; (4) 

respondents failing to answer questions; 



(5) respondents misunderstanding the questions; 

(6) respondents falsifying their answers; (7) in- 

terviewer recording, coding, or keypunch error; 

or (8) data editing and imputation procedures. 

Although all these errors probably exist in 

every survey, the present concern is a bias in 

one half -sample versus the other half -sample. 

The only differences between the two half - 

samples (other than the respondents) were the 

questions that appeared differently for the two 

sets of respondents. Hence, the difference in 

estimates appears to be respondent misunder- 

standing on these questions. 
It was observed during interviewer training 

for the second cycle of the survey that "county" 

was often misread as "country ". In half -sample 

1, the interviewer verbally asked the innocuous 

question on migration. In half -sample 2, the 

innocuous question on migration was printed on a 

card for the respondent to read. The Cycle 1 

trained interviewers could not have made the 

wording mistake often as the NSFG estimate of 

migration from half -sample 1 is more similar to 

the Census estimate of inter -county migration 

than of inter -state migration. However, the 

respondents were not trained, and might have 

misread :he word as the untrained interviewers 

tended to do at first. 

In view of these possible problems of respon- 

dent misunderstanding in half -sample 2, it has 

been suggested that the result from half -sample 

2 be discarded in favor of that from half -sample 

1, by itself. Since the NSFG sample was randomly 

divided, the first half -sample is still a 

probability sample. 
Whether one accepts as best the weighted 

average of the two half -sample estimates or just 

the estimate based on the first half -sample, it 

is still likely that abortions are undercounted 

in the NSFG since respondents may be hesitant 

to report having an abortion even if they are 

convinced that no one will know their answer. 

3.2 Comparison with Other Data 

How do the findings on abortion using the 

randomized response compare to other measures of 

abortion? It was possible for women to volunteer 

abortions in the NSFG during the time they were 

asked about birth control methods. Some encour- 

agement was given by abortion being included in a 

list of family planning methods handed to the 

respondent during this part of the interview. 

Relying on this volunteered information alone 

would have produced an estimate of only 28,000 

women having abortions in the previous twelve 

months, or 3.0 percent of the estimate produced 

using randomized response techniques. In other 

surveys, directly asking women about abortions 
during interview has achieved very little re- 

porting of abortion. The National Fertility 

Study, conducted in late 1970 and early 1971, 

found 1.5 percent of the ever married women 15 -44 

years old had ever had an abortion, and only 0.3 

percent reported an abortion within the 12 months 

prior to interview.1/ This latter estimate is 

much smaller than the corresponding estimate of 

2.8 percent of ever married women produced in the 

NSFG. 

The major sources of abortion data have been 
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the Center for Disease Control and the Alan 
Guttmacher Institute. In 1973, the Center for 
Disease Control collected reports on 615,831 
legal abortions from the central health agencies 
in 24 States and the District of Columbia and 
from hospitals and other facilities in the 
remaining States [2]. These reports did not 
cover all facilities performing legal abortions, 
nor did all States report for the full 12 months. 
Also in 1973, the Alan Guttmacher Institute sur- 
veyed health service providers and arrived at an 
estimate of 745,400 legal abortions with an esti- 
mated underreporting of 5 -10 percent [9]. Direct 
comparison cannot be made between the NSFG esti- 
mates of abortion and those from the Center for 
Disease Control or the Alan Guttmacher Institute 
because the data relate to different populations 
of women- -most notably the NSFG did not inter- 
view single women without their own children in 
the household. 

While the Center for Disease Control did not 
tabulate data on abortions separately for widowed, 
divorced, and separated women or for never 
married women, it does report that 27.4 percent 
of the legal abortions in the 24 States reporting 
marital status were to currently married women.2/ 
If this percentage applied to all conterminous 
States, 167,000 of the legal abortions reported 
to the Center for Disease Control and 203,000 of 
the legal abortions reported to the Alan Gutt- 
macher Institute would be to currently married 
women. 

Additional adjustments would be needed to 
restrict the data from the Center for Disease 
Control and the Alan Guttmacher Institute to 

produce estimates that are comparable to the 
estimates from the NSFG. However, this would re- 
quire data on how many of the reported abortions 
occurred to currently married women below age 15 
or above age 44, and how many of the reported 
abortions were the second, third, etc., to an 
individual woman during 1973. In addition, 
abortions occurring in the last quarter of 1973, 

well after the Supreme Court ruling on abortions, 
would need to be deleted and abortions occurring 
in the last quarter of 1972, before the ruling, 
would need to be added. All of these adjust- 
ments would further reduce the number of reported 
abortions in the Center for Disease Control and 
the Alan Guttmacher Institute data. Therefore, 
failure to make these adjustments should result 
in an underestimate of the difference between the 
magnitude of abortion measured in the NSFG and 
the magnitude of legal abortion reported to the 
Center for Disease Control and the Alan Guttmacher 
Institute. 

7. CONCLUSION 

The use of the randomized response method of 
obtaining information on sensitive, and therefore 
underreported, behavior has produced higher 
estimates of abortion than have previously been 
achieved. Its use in the National Survey of 
Family Growth was therefore valuable. Great con- 
fidence cannot be placed in any single estimate 
of abortion, however, because of apparent pro- 
blems in questionnaire design and the additional 
variance introduced by the randomized response 
technique. The survey produces an estimate of 



3.0 percent of the surveyed women, who include 
both ever married women and single women if 

their own children live with them, having had an 
abortion within the preceeding 12 months. It is 

possible, however, that an estimate slightly 
greater than 5.0 percent is more appropriate. 
This indicates that between 3 and 8 times as 

many abortions were performed in 1973 as were 
obtained through the present abortion reporting 
systems. 

The second cycle of the National Survey of 
Family Growth, with fieldwork scheduled during 
the first half of 1976, should provide further 
estimates on abortion,and further testing of 

this application of the randomized response 
technique. Three changes have been made for 
the second cycle: (1) the way a pregnancy ended 
is asked directly as well as questions.about 
abortions by the randomized response method, (2) 

a question on being the only child replaces the 

question on whether the mother was born in April, 

the latter having had `.sigh rates of "don't know" 

in Cycle I, and (3) the card handed to the re- 

spondent in half -sample 2 reads: 

This time last year, I lived in a different 

county in this State --or a different State- - 

than this one. 

Although the randomized response models have 

been used for at least ten years, there is still 

need for work on the Field Administration and 

subsequent analysis of these models. This anal- 

ysis is but a first step in the investigation of 

the technique, especially as it relates to 

measuring the incidence of abortion. Additional 

analysis can and will be made using the NSFG 

data from Cycle I, with further clarifications 

being made once the Cycle II data are available. 

FOOTNOTES 

1/ Tabulations made by the authors from the 
1970 National Fertility Study data file 
obtained from the Data and Program Library 

Service and Larry Bumpass, Department of 

Sociology, at the University of Wisconsin. 
The survey was conducted by Norman B. Ryder 

and Charles F. Westoff, Office of Population 
Research, Princeton University. See [10] 

for a discussion on the abortion findings. 

2/ This is not too different from results found 

in 1970 where 29.9 percent of the abortions 
were to currently married women, 14.2 per- 

cent to widowed, divorced, or separated 
women, and 55.9 percent to single women [6]. 
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Provisional Estimates for Number and Percent of Women 15 to 44 Years Old Who had 
Abortion in the 12 Months Prior to Interview, by Marital Status: United States 1973. 

(Standard Error of Estimates Shown in Parentheses) 

Marital Status 
Single Widowed 
with Ever Currently divorced, 

Total Children Married married separated 

Total 

Number 

(thousands) 

«A 

^r 

d 

1 

r 

d 
2 

number of women (thousands) 

of women with an abortion in 12 months 

Percent 

31,018 
(395) 

930* 

(248) 

3.0* 
(0.8) 

5.3 
(1.1) 

0.6* 
(1.1) 

7.0 
(0.5) 

12.0 

(0.6) 

6.3 

(0.4) 

8.6 

(0.5) 

771 
(59) 

77* 
(29) 

10.0.* 

(3.7) 

9.0* 
(4.8) 

11.4* 
(5.6) 

7.6 
(2.3) 

5.4 
(1.8) 

8.4 
(2.7) 

6.3 
(1.4) 

30,247 
(390) 

847* 
(242) 

2.8* 
(0.8) 

5.3 
(1.1) 

0.3* 
(1.1) 

7.0 
(0.5) 

12.2 

(0.6) 

6.2 
(0.4) 

8.7 

(0.5) 

26,646 
(364) 

693* 
(213) 

2.6* 
(0.8) 

5.1 
(1.1) 

-0.2* 
(1.1) 

6.8 
(0.5) 

12.7 

(0.7) 

6.3 
(0.5) 

8.6 
(0.5) 

3,601 
(128) 

194* 

(61) 

5.4* 
(1.7) 

6.4* 
(2.3) 

4.0* 
(2.7) 

8.0 
(1.0) 

8.4 

(1.2) 

6.2 
(1.2) 

9.6 
(1.1) 

Women with an abortion in 12 months, 
combined 

- Women with an abortion in 12 months, 
half -sample 1 

- Women with an abortion in 12 months, 
half -sample 2 

- Yes to randomized question, 
half -sample 1 

- Migrated during 12 months, 
half -sample 1 

- Yes to randomized question, 
half -sample 2 

- Mother was born in April, 
half- sample 2 

Cov[nA(1), ?;A(2)3 0.2 0.4 0.1 0.2 0.1 

*Relative standard error greater than 25.0 percent 
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THE EPIDEMIOLOGY OF DRUG ABUSE: A NEW DATA BASE, NEW TECHNIQUES AND NEW FINDINGS 

Eduardo N. Siguel and William H. Spillane 
National Institute on Drug Abuse 

INTRODUCTION 

The Client Oriented Data Acquisition Process 
(CODAP) is a data collection system developed and 
operated by the National Institute on Drug Abuse 
(NIDA) in treatment facilities (clinics) that re- 
ceive Federal funds. Its purpose is to provide 
current information which describes clients and 
the treatment provided to them in order to aid in 
planning, management and evaluation activities. 
This report presents a concise summary of CODAP 
and describes some uses of CODAP in regard to the 
epidemiology of drug abuse. 

HISTORY 

CODAP has been evolving since 1972. During this 
time there has been a substantial increase in the 
number of clients admitted to drug abuse treat- 
ment programs and reported on the CODAP system. 
The system has been adapted in order to be more 
responsive to user needs. 

CODAP was initially designed by the Special Action 
Office for Drug Abuse Prevention (SAODAP) to satis- 
fy the requirements outlined in P.L. 92 -255. When 
the system design was completed, the responsibility 
for its implementation was transferred to NIDA's 
predecessor, the Division of Narcotic Addiction 
and Drug Abuse of the National Institute of Mental 
Health, U.S. Department of Health, Education and 
Welfare. CODAP, which has been operational since 
1973, requires reporting by all recipients of 
Federal funds designated for the provision of drug 
treatment and rehabilitation services. 

During CODAP's first year of operation, over 
130,000 Admission Reports for clients entering 
treatment were processed from nearly 900 reporting 
clinics. Because drug abuse activities were ex- 
panding so rapidly at that time, an evaluation of 
CODAP was performed by the staff members of par- 

ticipating Federal and State agencies. The system 
was found to be lacking flexibility in the collec- 
tion of significant information for Federal, state 

and program management requirements. It was de- 

termined, however, that with some revision CODAP 
would not only meet more sophisticated management 
needs but also would fulfill, to a greater degree, 
basic state information requirements. From April 
to August of 1974, a pretest of the revised CODAP 
system was performed in three states and several 
local programs. The pretest effort and a series 
of conferences with 36 participating Single State 
Agencies (SSA's) and other local treatment agencies 
resulted in the current design of CODAP. This 
revised version became operational November 1, 

1974. 

This article was written by Dr. Siguel and 
Dr. Spillane in their private capacity. No 
official support or endorsement by NIDA is 
intended or should be inferred. 
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CURRENT STATUS 

Approximately 1,600 clinics currently report to 
CODAP on a regular basis. These clinics account 
for more than 30,000 client admissions and dis- 
charges each month. Agencies participating with 
NIDA in the CODAP data collection effort include: 
The Veterans Administration (VA), the Bureau of 
Prisons (BOP), the Law Enforcement Assistance 
Administration (LEAA) and the Department of Housing 
and Urban Development (HUD). While clinics may 
receive funds from several Federal or non -Federal 
sources, most of the reporting clinics receive 
NIDA funding. The SSA's responsible for admin- 
istering drug abuse services also participate in 
the CODAP effort. In several states the SSA's 

implement the standard CODAP data collection instru- 
ments on a state -wide basis, while in others, SSA's 
obtain the necessary data from existing systems 
modified to comply with Federal standards for the 
collection of CODAP data. 

The current CODAP system offers not only greater 
flexibility than the previous version, but also 
provides additional analytical potential and in- 
creased protection of client confidentiality. Its 

emphasis is on collecting client -related data at the 
points of admission to and discharge from treat- 
ment. CODAP forms are completed by trained clinic 
staff and do not reflect either the opinions or 
value judgments of the client. The revised CODAP 
provides descriptions of: 

drug abuse phenomena such as: 

demographic characteristics of drug abusers 
seeking treatment; geographic location (county, 
Standard Metropolitan Statistical Area (SMSA), 

state) of acute drug problems; indicators of 
the incidence and prevalence of drug abuse as 
well as patterns of abuse including the num- 
ber and type of drugs being abused, the fre- 
quency of use of these drugs and the time 
interval from onset of drug use to continuing 
use and treatment. 

the treatment process such as: 

the number of clients being treated in differ- 

ent modality /environment treatment regimens, 
including the number of individuals waiting 

to be treated; the kinds of treatment services 

being provided; the impact of various treat- 
ment endeavors on specific patterns of drug 

abuse; the characteristics of clients likely 

to complete treatment and the reasons for 

discharge from and the length of time spent 
in treatment. 

Data described in both of these categories are 

necessary for the development and execution of an 

effective strategy to counter drug abuse. Specific 

illustrations of potential managerial applications 

of these data are presented in the last section. 



FUTURE OUTLOOK 

As with any new-national system of this magnitude, 
the development of CODAP has not been without 
problems. The training of a few thousand clinic 
staff involved in the data collection process was 

a major undertaking. In addition, extensive edu- 
cation was required to demonstrate to the clinics 
and the public that client confidentiality safe- 
guards were adequate. After one year of operation, 
new considerations are appearing that were not 
evident at the time of the pilot test. For exam- 
ple, discharge reports are more difficult to match 
to admission records than was anticipated. Also, 

certain data items are proving to be less useful 
than was expected while others require more clari- 
fication than was originally foreseen. 

In the near future, as the system becomes further 
refined and the information becomes more available 
to the states, increased utilization and many 
new applications of the data are anticipated. For 

example, an SSA may request copies of its state 
CODAP data tape files from NIDA. NIDA will pro- 
vide the tapes as well as any technical assistance 
required to interpret them via standard statistical 
packages so that SSA's may produce tabulations to 
be used in management decision - making at the 
state level. Procedures have been developed to 
provide CODAP data to the scientific community 
for research and evaluation. 

DATA COLLECTED 

CODAP provides drug abuse program management with 
not only client -related data as to the type and 
pattern of drug usage, educational and employ- 
ment status and demographic characteristics, but 
also with clinic activity data indicating treat- 
ment approaches, services provided and the number 
of clients treated. 

In contrast to the original CODAP system which 

collected aggregate data on a quarterly basis, the 

revised CODAP collects individual client data on 
a monthly basis: 

Admission Report - This form is completed for 

each client as he is admitted to a clinic for 

treatment after being screened and accepted. 
It provides data regarding the date of ad- 
mission to the clinic, admission type (first 
admission, readmission, transfer), treatment 

modality (detoxification, maintenance, drug 

free, other), treatment environment (prison, 

hospital, residential, day care, outpatient), 

medication(s) prescribed, legal status 

(voluntary or involuntary), demographic 

characteristics (sex, year of birth, race or 

ethnic group), employment status (employed 

or unemployed), educational status (last 

formal school year completed and educational 

or skill development program enrollment at 

admission), number of prior treatment experi- 

ences (including months since last treatment 

expérience), and pattern of drug abuse for 

the primary, secondary and tertiary drug 

types. The pattern of drug abuse is specified 

in terms of the drug type used, frequency of 

use at admission, year of first use, year of 
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last continuing use and whether or not the 
client has a problem with more than three 
drugs. 

Discharge Report - This form is completed for 
each client as he is discharged from a clinic. 
It provides data concerning the date of dis- 
charge from and admission to the clinic, the 
reason for discharge (completed treatment -no 
drug use, completed treatment -drug use at 
discharge, treatment no completed, transfer, 
referral, noncompliance to program rules, 
incarceration, or death), modality and envi- 
ronment at time of discharge (see description 
of Admission Report for categories), medica- 
tion(s) prescribed, length of time in treat- 
ment (in any and all clinics in the program), 
employment and educational status and drug(s) 
used at time of discharge. 

Client Flow Summary - This report provides a 
client census by modality and environment as 
of the last day of the report month, a sum- 
mary of screening and referral activity during 
the month, the number of individuals currently 
on the waiting list and the number of admis- 
sion and discharge reports submitted for the 
month. 

Client Progress Report, Bureau of Prison 
(BOP) - This report is submitted quarterly 
only for BOP clients and provides information 
regarding their individual progress. 

Submission of the Activity Report, which provided 
data concerning clinic activities during the month 
and characteristics of clients in treatment at 
the end of the report month, was made optional to 
the SSA's as of November 1, 1975. 

In addition, NIDA maintains a separate Control 
File for each state which contains clinic admin- 
istrative data including identification informa- 
tion, funding sources and program (organizational) 
linkages. The Control File is updated quarterly 
with about one -third of the states being 
processed each month during the quarter. 

PROCEDURES FOR DATA COLLECTION AND PROCESSING 

NIDA provides training in the completion of the 
above forms to all programs and clinics receiving 
Federal funds. In addition, the Institute trains 
SSA staff in the CODAP data collection require- 
ments, definitions, and procedures so that they 
can assist in the data collection process. 

Trained clinic personnel are responsible for form 
completion and submission either directly to NIDA, 
or to the SSA's which in turn send the completed 
material to NIDA. Completed forms for each report 
month are due by the 7th of the following month. 
After editing and keypunching, data files for a 
given month are available approximately one and 
one -half months after the end of the report month. 
For example, data regarding activities during the 
month of October are ready for analyses around the 
15th of December. The actual forms are generally 
available to NIDA after the middle of November. 



By using the CODAP reports and descriptive infor- 
mation for each clinic obtained from the Control 
File, the following files are prepared: the 
Admission and Discharge Files which contain the 
Admission and Discharge Reports, respectively; 
the Clients -in- Treatment File which contains 
records for all clients admitted but not yet dis- 
charged; the Client Flow Summary File which con- 
tains all data submitted on the Client Flow Sum- 
mary Reports; Historical Clients File which 

contains all data on clients who have been dis- 
charged - Admission and Discharge Reports are 
matched and stored together on this file to allow 
for analyses of discharge data as a function of 
admission data. For example, the reasons for 

discharge and length of time in treatment as a 
function of the pattern of drug abuse at admission 
can be evaluated through the use of this file. 

A client identifier number assigned by the treat- 
ment clinic appears on each Admission and Discharge 
Report form. The primary function of this client 
identifier is to serve as a means of matching 
admission and discharge data for the client. 
Data files with the original data including the 
client identification number are available to 
selected NIDA staff in order that they may either 
provide information to the clinics in case some 

or all of their records are lost or to correct 
any erroneous or missing information. 

QUALITY CONTROL AND CONFIDENTIALITY 

The accuracy of the system is being monitored 
continuously. Clinics that are late in reporting 
are contacted to determine the reasons for the 

delay. Continuous delays are not allowed. If 

necessary, additional training and technical 

assistance are provided. Tests for internal 

validity and report consistency have been comput- 
erized. Internal validity tests are performed on 

the incoming forms to make certain that the re- 
sponses are within acceptable ranges as defined 
in the CODAP National Management Handbook. Data 
items found to be invalid become part of an error 

report produced by the data processing system to 

facilitate manual resolution. Internal con- 
sistency tests are performed to insure that the 
reported data items are consistent with one another. 
For example, each discharge date is tested to 
determine if it is after the admission date and 

the year of birth is tested to see if it is before 

the year of admission. Even though the tabulations 
for January -March 1975 indicated that after editing 

and keypunching, less than five percent of the 
forms contained invalid codes a comprehensive 
strategy has been developed to test the internal 

consistency of CODAP data. Also, a separate 

study of the external validity of the data which 

compares the items reported with other clinic 
records is currently under way. 

The CODAP system fully adheres to the requirements 
for confidentiality established through the 

amendments (section 303 (a) of PL -93 -282) to 

section 408 of the Drug Abuse Office and Treatment 

Act of 1972. Safeguards have been implemented to 

prevent the possible identification of clients 
from data. Only the clinic maintains files of 

the previously mentioned client numbers that 

allow cross -referencing between client numbers 
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and individuals. Furthermore,CODAP -data cannot 
be linked to other Federal data (such as U.S. 
Bureau of the Census data) because the data de- 
scribing the client is not sufficient to match 
records. Thus, no Federal agency has a cross - 
reference index to the client's identification. 

DATA LIMITATIONS 

There are several factors which should be con- 
sidered when interpreting CODAP data. While the 
universe of federally- funded drug abuse treat- 
ment clinics should be reporting all of the requested 
CODAP information consistently and accurately, 
there are limitations to the collection of data 
which can lead to some inconsistencies and incom- 
plete reporting. The universe of reporting clinics 
varies from time to time because new clinics are 
being created, old ones are closing and not all 
of the existing clinics are reporting consistently 
each month. Although the characteristics of the 
population of nonreporting federally- funded clinics 
are unknown, most of the nonreporting clinics are 
new and have relatively few clients. Thus, the 
percentage of clients actually being reported is 

higher than the percentage of clinics reporting. 

This large core of clinics consistently reporting 
to CODAP provides a broad data base with which to 
perform useful analyses. While the absolute num- 
bers reflect only those clinics which reported, the 
percentage relationships derived from these numbers 
adequately reflect activity in all federally- funded 
clinics, and provide indicators of drug abuse 
phenomena outside the clinics. Thus, profiles of 
drug abuse phenomena related to treatment activity 
can be developed through cross -tabulations of 
CODAP data. The large number of clients for whom 
data are collected allows analyses to be performed 
which are not feasible when only a few thousand 
individuals are surveyed. Any one variable 
against any other(s) can be tabulated for a de- 
fined subset of the CODAP population to provide 
insight into specific abuser characteristics. For 
example, the following can be tabulated: 1) the 
percentage of women under 21 with a high school 
education who use heroin; 2) the probability that 
the successful completion rate increases or de- 
creases as the number of prior treatment experiences; 
3) the age, race and sex distribution of clients 
admitted to treatment and their patterns of drug 
abuse; 4) length of time in treatment can be 
analyzed for purposes of evaluating use of re- 
sources; 5) selected indicators of clinic's 
characteristics, clients in treatment and treat- 
ment approaches which can be compared across clinics 
or programs. 

ILLUSTRATIVE APPLICATIONS OF CODAP 

This section illustrates some potential applications 
of CODAP data to the epidemiology of drug abuse. 
It is not the purpose of this presentation to 
analyze drug abuse or drug abuse treatment. There- 
fore, specific data and tables are presented merely 
for purposes of illustration. The total number of 
clients reflected in each table are not always 
the same. This is due to the fact that the number 
of missing values depends on the client variables 
presented. Therefore, the number of observations 
excluded from a table because of missing data was 



dependent on the nature of the particular variables 
under consideration. 

The more acutely managers are aware of the char- 
acteristics of drug abusers and their drug problems, 
the better they will be able to direct the activ- 
ities of intervention programs to respond to 
abusers' needs for treatment. Data describing 
both demographic characteristics of drug abusers 
and drug abuse patterns are available from the 
CODAP Admissions File. 

Pattern of Drug Abuse 

Age, race, sex, educational background, and em- 
ployment status are among the data collected for 
each client at the time of admission to treatment. 
Table i depicts a tabulation of selected demo- 
graphic and drug use variables of clients admitted 
to treatment during 1975. Knowledge of selected 
demographic and social characteristics of clients 
in treatment will result in greater utilization 
of more appropriate treatment approaches. For 
example, it is important that members of the 
treatment staff be able to communicate with clients. 
This may require the matching, to some extent, of 
such characteristics as age, race, and sex for 
certain staff positions with those characteristics 
for the client population. Educational back- 
ground and job status can be used in conjunction 
with age, race, and sex to plan counseling ap- 
proaches. A large number of young clients with 
weak educational backgrounds would indicate that 
program emphasis be placed on continuing education 
or vocational training. Older unemployed clients 
with a high school education, however, may require 
more emphasis on job training and job placement. 
Current estimates indicate that the employment 
rate increases when age increases and about 25% 
of the clients admitted to treatment are employed. 

Characteristics of clients' drug abuse problems 
are also particularly valuable in developing 
treatment strategies. CODAP not only provides 
data identifying the drugs being abused, by clients 
at time of admission but also their patters of 

previous drug abuse. This includes data pertaining 
to the combinations of drugs used, the number of 
prior treatment experiences, and the time inter- 
vals between the various stages of drug abuse for 
each client. This data can naturally be cross - 
tabulated with other client characteristics. 

It can be seen from Table 1 that race (or 

ethnicity) and age are related to opiate utiliza- 
tion. While the use of opiates increases with 
age, the use of marihuana decreases. The relation- 
ship between age, race and primary drug of abuse 
can be used to anticipate and plan for the kinds 
of drug treatment appropriate for a clinic based 
on the age /race distribution of its potential 
clients. This relationship suggests the types of 

treatment approaches that may be appropriate for 

particular age groups. For instance, if one were 

to establish a drug counseling program in a 
youth center that caters principally to individuals 

younger than 18, the emphasis could be placed on 
marihuana as the primary drug of abuse. On the 
other hand, a community center that attracts indi- 

viduals over 30 may want to emphasize treatment 
for alcohol and heroin use. 
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Tabulations of various client data pertaining to 
the severity of drug problems can be produced for 
individual treatment programs in addition to all 
programs within specific geographical areas. The 
number of prior treatment experiences for clients 
can be cross -tabulated with the number and types 
of drugs abused and other drug abuse pattern 
variables such as the length of time between first 
use and first continuing use. Tables of this 
nature will provide the managers with an indica- 
tion of the trends in drug abuse activity in par- 
ticular areas and will facilitate comparisons 
among programs, states, and other geographical 
regions. 

Often preconceptions exist pertaining to the types 
and combinations of drugs being abused. Since 
such notions influence the general approach taken 
to combat drug abuse, it is worthwhile to examine 
data from CODAP in order to acquire more factual 
evidence. 

Trends in Drug Abuse 

Clients' drug histories can be viewed as a series 
of three critical points in time for each particu- 
lar drug used. The first of these is the year when 
a drug is first used (referred to as onset of drug 
abuse). The second is the year of first continuing 
use, and the third is the year of admission to a 
treatment program. CODAP includes this drug 
history data and thus allows for analysis of the 
time intervals among these three points in time. 
These data may help managers to better direct 
prevention and treatment activities at target pop- 
ulations before continuing drug usage occurs by 
identifying the age at onset. The age at first 
use of a given drug may be used to develop programs 
aimed to those individuals with greatest risk of 
beginning to use drugs (peak of curve describing 
year of first use). CODAP data may be used to 
monitor trends in the age at first use. Population 
groups with specific demographic and drug abuse 
pattern characteristics can be compared in terms 
of the distributions of the above time intervals 
to determine if there are basic differences be- 
tween the groups. Such information can be used 
to estimate future demands for treatment based on 
current problems and expected time lags between 
first use, continuing use, and need for treatment. 
Changes over time (such as trends) in patterns of 
drug abuse can be described using the above time 
intervals. Figure 1 shows the percent of indivi- 
duals who began to use heroin during 1975. The 
peaks around 1969 are interpreted as evidence of 
a 1969 epidemic while the peak around 1972 is re- 
lated to the peak of waiting time to enter treat- 
ment. Mathematical models are being developed to 
study waiting times to first treatment, waiting 
times between consecutive treatment experiences 
and other related times. For example, preliminary 
analysis suggests that a Weibull distribution fits 
data on waiting times between first and continuous 
use. 

The number of times clients have previously been 
treated for drug abuse also indicates the severity 

of their problem. Preliminary tabulations suggest 
that as the number of prior treatment experiences 
increase, the probability of a client being ad- 
mitted to a detoxification modality increases and 



his probability of being placed in a drug 
free modality decreases. Such insights could be 
valuable in planning strategies for admission and 
treatment. For example, the number of opiate users 
with prior treatment experiences could be used 
to estimate the demand for detoxification programs. 

SUMMARY 

CODAP can be an extremely valuable tool for 
managers at the national, state and local level. 
CODAP helps to answer a myriad of questions re- 
garding the problem of drug abuse and drug abusers, 
such as the determination of target groups for 
prevention efforts based on patterns and history 
of drug abuse; the allocation of resources; and 
the planning for the demand for treatment ap- 
proaches (such as detoxification and maintenance); 
the estimation of incidence and prevalence; and 
the evaluation of the effectiveness of treatment 
programs. Trends in selected indicators can be 
used to monitor the performance of clinics. 
Applications of CODAP will increase using 1975 
Admissions and Discharges (without client, clinic 
or program identification) which the National 
Institute on Drug Abuse made available to the 
scientific community during 1976. 
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National Institute on Drug Abuse, 1976. 

Heroin Use: Daily at Admission 

Age: From 12 to 60 

Admission Type: First Admission, Recent Ad- 

mission, Transfer from Non - 

CODAP Clinics 

Legal Status: Voluntary 
Environment: Not in Prison 

SYMBOLS: 

No Prior Admissions 

i Prior Admissions 

Admissions Between January 1, 1975 and 

December 31, 1975 

45.00 50.00 55.00 60.00 65.00 
YEAR OF ONSET 

770 

70.00 75.00 80.00 



TABLE 1 -- TYPES OF PRIMARY DRUG USED BY SEX -AGE -RACE CHARACTERISTICS OF CLIENTS (IN PERCENTAGES) 

SEX- AGE -RACE CHARACTERISTICS OF CLIENTS 

SEX AGE RACE 

PRIMARY DRUG Male Female 18 18 - 20 21 - 25 26 - 30 30 White Black Spanish Other 

None 2.7 4.2 6.2 3.0 2.3 2.5 3.0 2.4 4.2 2.8 2.4 

Opiates 59.6 53.7 3.9 33.3 69.7 77.7 67.2 42.6 77.0 73.6 36.2 

Alcohol 8.2 5.4 7.7 5.5 3.4 4.6 18.4 10.1 4.9 2.8 9.0 

Barbiturates 4.3 6.4 8.4 8.8 4.7 2.8 2.5 7.4 1.9 1.9 4.3 

Amphetamines 4.2 5.1 5.5 7.2 4.7 3.7 2.2 7.3 1.2 1.1 4.3 

Marihuana 14.1 16.4 50.4 29.7 9.7 4.6 2.1 19.5 8.3 11.0 26.9 

Other 6.9 8.9 17.9 12.5 5.5 4.1 4.5 10.6 2.6 6.7 16.8 

Total Percentage 100.0 100.1 100.0 100.0 100.0 99.9 99.9 99.9 100.1 99.9 99.9 

Total N 35460 12298 5784 6357 15643 10586 9188 24946 16864 5191 668 

Row Percent 74.2 25.8 12.2 13.4 32.9 22.3 19.3 52.3 35.4 10.9 1.4 



A NOTE ON THE RANDOMIZED RESPONSE TECHNIQUE 

Jagbir Singh, Temple University 

1. Introduction 

In surveys related to delicate questions, 
Warner (1965) introduced a randomized response 
technique for eliciting information, and thus 
estimating the proportion w of the population in 
the sensitive category A. The technique consists 
in providing a spinner, with two outcomes A or 
not A with associated probabilities p and p 1 -p 
to each respondent. The respondent spins the 
spinner unobserved by the interviewer and answers 

if he possesses the characteristic indicated 
by the pointer and no otherwise. It is obvious 
that the probability of a yes response, say e, is 

e 

p + (2p-1)n. 

If is the number of responses from a 
total of n interviews, and if all responses are 
truthful, Warner claimed that the maximum likeli- 
hood estimator (m.l.e.) of e is 8 ni /n and con- 
sequently that of is . 

= - (1- p)] /(2p -1) 

provided p 1/2. The purpose of this note is to 

point out that 6, as well as îr, are not the 
m.l.e.'s of the respective parameters. Indeed 
the m.l.e. of 8, say presented in this note is 
uniformly better than e with respect to squared 
error loss. In other words, is not even admis- 
sible with respect to squared error loss. The 
same, of course, is true with n. 

2. The Maximum Likelihood Estimator 

Let us assume without any loss of generality 
that p > 1/2. It is of crucial significance to 
note that e is restricted to be in the interval 
(p,p), since it is in (0,1). Thus the m.l.e. 6 of 

e is 

lnl/n if < nl/n < p 

if p nl/n 

p if nl/n 

Let b(x: n,e) be the binomial probability 
density function of nl. We can write 

E(6) e + B 

where the bias B is 

B 
n[ 

(np- x)b(x: n,e) + (np- x)b(x: n,0)]. 
x x >np 

The values of the first and the second sum- 
mations are respectively positive and negative. 
However, overall magnitude and the sign of B, will 
depend upon the values of the parameters n, p, and 
n. For fixed n, and p, it can be shown that the 
bias evaluated at is equal in magnitude to that 
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at (1 but opposite in sign. We computed the 
bias magnitude for a limited choice of the param- 
eters, and found it to be very small. It is easy 
to verify that 6 is consistent. 

To see that is uniformly better than 
with respect to squared error loss, we notice 
that: 

E(6 -6)2 - E(8 -6)2 = 0)2) 

b(x: n,0) + {(p -0)2 - 0)2 }b(x: n,0). 

Both the summations are negative. In the first 

summation x/n 5 p. This means x/n - e 5 -0 < O. 

Hence - (x /n - 0)2 < O. This guarantees 
the value of the first summation to be negative. 
By the similar argument the second summation is 
also negative. Thus is not even admissible. 

The m.l.e. of w is obtained from since 
is linearly related to 0. 

(1- /(2p -1) if < /n < p, p 1/2 

= 0 if p n1 /n 

1 if n1 /n p 

Of course, statements which are true for 
relative to 6 continue to be true for relative 

to Asymptotically, both w and are equally 
efficient, but for small surveys is highly 
efficient. For example, if n 10, p = 0.8, 

= 1/12, then the relative efficiency of is 

1.62. 
In conclusion, it should be said that simi- 

lar observations can be made for the follow -up 
research on this topic. 

3. Summary 

In surveys related to delicate questions, 
Warner (Journal of the American Statistical 
Association, 60 (1965), 63 -69) introduced a 

randomized response technique for eliciting in- 

formation, and thus estimating the proportion 

of the population in the sensitive category. 
The estimator of obtained was called, not only 

by Warner but also subsequently in the literature, 

as the maximum likelihood estimator. It is shown 

here that Warner's estimator is indeed neither 

the maximum likelihood estimator nor even admis- 
sible. The maximum likelihood estimator given in 

this note is uniformly better than that of 
Warner's with respect to squared error loss. 
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DESIGN EFFECTS IN RETROSPECTIVE MORTALITY SURVEYS 

Monroe G. Sirken and Patricia N. Royston 
National Center for Health Statistics 

1. INTRODUCTION 

Recently, we conducted an experiment to 
measure some error effects of selected design 
factors in retrospective household sample surveys 
on dual system estimators of mortality. These 
estimators have been used to estimate the number 
of deaths [6] and the completeness of death reg- 
istration [4]. The dual system mortality 
estimator implies two operational stages: 

Conducting a survey in which 
household respondents report 
retrospectively deaths that 
occurred during a prior calendar 
period. 

Matching the deaths enumerated 
in the survey against a file of 
registered deaths. 

Our experiment was designed to measure the error 
effects of survey design factors on the number of 
deaths enumerated in the survey that were matched 
with their death certificates. 

The experiment was based on a sample of 
deaths registered in North Carolina. First, an 
address frame of the households that would be 
eligible to report these deaths in a retrospec- 
tive survey was compiled. Second, retrospective 
surveys were conducted on subsamples of addresses. 
Finally, the reported survey deaths were matched 
against the file of registered deaths in North 
Carolina. The objectives and procedures of each 
stage of the experiment are summarized in Exhibit 
1. 

2. DESIGN FACTORS AND OPTIONS 

Design factors represent the manipulatable 
features of the survey design. There are many 
design factors, including the sample design, 
estimator, data collection method, questionnaire 
design, etc. Each factor usually presents several 
design options, including the null option, and 

each option has its cost and error effects. In 

this frame of reference, the survey design problem 
may be stated as follows: to select an option for 

every design factor such that the set of options 
selected is best in the sense that it produces a 
smaller mean square error for fixed costs than 
would be produced by any other option set. 

The first and second columns of Exhibit 2 

list and define respectively the five design fac- 

tors that were investigated in the survey 
experiment. The particular options that were in- 

vestigated for each factor are listed in the third 
column. In view of our particular interests in - 

the counting rule strategy [5], the counting rule 
and the counting rule weight were the principal 
design factors that we investigated in the experi- 
ment. In this connection, a recent paper by 

Nathan [3] is noteworthy. These factors are 
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probably less familiar to the reader than the 
other listed design factors. Hence, the infor- 
mation presented for counting rules and counting 
rule weight in Exhibit 2 is amplified below. 

Counting Rules 

In retrospective mortality surveys, counting 
rules specify the conditions that make decedents 
eligible to be enumerated at households. Five 
different counting rule options are listed in 
Exhibit 2. For instance, option 1.1 links dece- 
dents to their last places of residence. In 
compliance with this rule, the household respon- 
dent would be asked: "Did anyone die during the 
[reference period] while he was living here ?" 
Option 1.1 is a conventional rule since it has 
the property of making a decedent eligible to be 
enumerated at one and only one household. The 
remaining options 1.2 -1.5 listed in Exhibit 2 are 
multiplicity rules since they do not uniquely 
link decedents to one and only one household. In 

compliance with each of these options, the appro- 
priate question becomes: "Does anyone living 
here have a [specified relative] who died during 
the [reference period] ?" 

It is noteworthy that the counting rule 
could be based on any subset of the five options 
listed in Exhibit 2 including options taken 1, 2, 

3, 4 and 5 at a time. Summing these subsets, we 
obtain a total of 31 different counting rule 
possibilities. 

Options 1.2 -1.5 were used to link middle 
aged decedents to the residences of surviving 
relatives. Somewhat different options were 
tested for decedents in the youngest and oldest 
age groups. Children under 17 years were linked 
to the residences of their mother, and their 
maternal grandparents, aunts, and uncles. Dece- 
dents 85 years and older were linked to residences 
of their spouse, children and siblings. . 

The experiment also investigated counting 
rules that specify the proximity of the decedents' 
last residence to the residences of their sur- 
viving relatives. There were three options: the 
decedent and his surviving relative lived in the 
same County, in the same State, or in the U.S. 
To apply these geographic rules requires col- 
lecting information on the location of last 
residence for every decedent enumerated in the 
survey. 

Counting Rule Weights 

Survey estimators based on multiplicity 
counting rules adjust for the multiple chances of 

a decedent being enumerated by appropriately 
weighting each household that reports him in the 
survey. These weights are called counting rule 
weights. The survey estimator is unbiased if the 
sum of weights assigned to the households eligible 
to report the same decedent is equal to one. 



Exhibit 1. 

Stages in the Design of the Survey Experiment: Objectives, Procedures and Products 

Stage Objective Procedures 
Types of Errors 

Measured 

1 To compile an address frame of Selected a sample of death records Sampling errors 
households eligible to report 
deaths 

from the files of registered deaths; 
queried death record informants to 
obtain the addresses where the deaths 
would be enumerable in a survey. 

Counting rule bias 

2 To conduct retrospective Conducted mail and personal interview Nonresponse bias 
surveys based on households 
selected from the address frame 

surveys; conducted reinterviews with 
adults who did not originally respond 
for themselves. 

Response bias 

3 To match the deaths enumerated 
in the survey to their regis- 
tered death certificates 

Matched the deaths enumerated in the 
survey against the cartplete file of 
registered deaths using the Health 

Matching bias 

Department's standard matching 
procedures. 

Exhibit 2. 

Survey Design Factors: Definitions and Options 

Design Factors Definitions Options 

1. Counting Rule Defines the households where the deaths 1.1 Last residence of decedent 
are eligible to be enumerated in the 1.2 Residence of surviving spouse 
survey 1.3 Residence of surviving parents 

1.4 Residences of surviving chil- 
dren 

1.5 Residences of surviving sib- 
lings 

2. Counting Rule A weight assigned to every household for 2.1 Inverse of the number of 
Weight every death it is eligible to report households eligible to report 

the death 
2.2 Fraction of the eligible 

relatives residing in the 
household 

3. Data Collet- The method of querying the households in 3.1 Mail survey 
tion Method the survey 3.2 Personal interview survey 

4. Respondent Defines the persons that are eligible to 4.1 Related adults are eligible to 

Rule respond in the survey respond for one other 
4.2 Adults are eligible to respond 

for themselves 

5. Length of The elapsed time between the date of the 5.1 Within 6 months 
Reference person's death and date the household 5.2 Within 9 months 
Period eligible to report the death is surveyed 5.3 Within 12 months 
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(See the appendix for the formulation of the 
estimator and the derivation of the unbiasedness 
conditions.) The information needed to calculate 
the counting rule weights is obtained in the sur- 
vey from the household that reports the decedent. 

We refer to the counting rule options 2.1 

and 2.2 that are listed in Exhibit 2 as the unit 
and the element counting rule weights respective- 
ly. Although both options are shown in the 
appendix to satisfy the unbiasedness conditions, 
the questions asked in the survey to obtain the 
information needed to calculate them is somewhat 
different. They have one question in common, 
namely 

"How many [specified relatives] does 
the decedent have ?" 

The unit weight requires two additional questions: 

"What are their names ?" 

"Which of them are living together ?" 

The element weight requires only one question in 
addition to the common question: 

"How many of the [specified relatives] 
are living in this household ?" 

Our experience has been that it takes less time 
and effort to collect the information for the 
element than for the unit weight. 

3. ERROR EFFECTS OF DESIGN FACTORS 

For every design option listed in Exhibit 2, 
the experiment investigated their separate and 
combined effects on the five types of errors 
listed and defined in Exhibit 3. In addition to 
sampling errors, four types of bias errors were 
investigated in the experiment. (The stage of the 
survey experiment that measured these errors is 
shown in the right hand column of Exhibit 1.) It 

is noteworthy that many types of errors were not 
measured at all by the experiment. Excluded, for 
example, were nonsampling variance and bias errors 
due- to erroneously enumerating or matching deaths. 

Design factors are selective in their error 
effects. Exhibit 4 identifies the types of errors 
that are affected by each of the design factors. 
Thus, the counting rule is the only factor that 
affects all five types of errors. Counting rule 
weights affects four types of errors. Each of the 
other design factors affect three types of errors, 
but only two of them affect the same types of 
errors. 

The error effects of the design factors are 
not independent. For instance, the effect of a 
self respondent rule may be quite different when 
combined with a conventional counting rule than 
when combined with a counting rule that links 
deaths to the households of surviving relatives. 
The findings of the experiment will make it possi- 
ble to compare the error effects of about 500 
different option sets for the five design factors. 
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4. CONCLUDING REMARKS 

We have formulated a strategy for designing 
efficient data systems, which involves selecting 
the set of design options that minimizes the sam- 
pling and measurement errors. Somewhat similar 
strategies have been proposed by Dalenius [l] and 
Nathan [2]. To implement the strategy proposed 
here requires a matrix of information on the cost 
and sampling and nonsampling error effects of 
design factors and their options. We have pro- 
posed a partial structure of the design matrix 
for retrospective mortality surveys and have 
described a survey experiment that was conducted 
to measure some of the sampling and nonsampling 
error effects of selected options for a few de- 
sign factors. We have implied some of the cost 
effects in terms of the supplementary information 
required by some of the options. The remaining 
structure of this design matrix needs to be 
defined, and more experiments need to be conduct- 
ed to compile information for the additional 
option sets. 

Although the design matrix for retrospective 
mortality surveys may be applicable to some other 
types of retrospective surveys, it is not likely 
to be applicable to most data systems. It is 
timely to begin to formulate the design matrices 
for different types of data systems, and to con- 
struct these matrices from information that is 
already available or by designing the necessary 
experiments. If nature is kind, we will discover 
some generalities in the cost and error struc- 
tures so that by means of a relatively small 
number of design matrices of reasonable size we 
will be able to handle many different types of 
data systems. 
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APPENDIX. DERIVATION OF THE ELEMENT AND THE 
UNIT COUNTING RULE WEIGHTS 

Let 

D (a = 1, ..., N) represent the N deaths 
in the population 

H. (i = 1, ..., represent the M house- 
holds in the sampling frame 

A survey is conducted based on a sample of 
Hi (j = 1, m) housing units to estimate N. 

Deaths are enumerated at the m sample households 
in compliance with a counting rule adopted in the 
survey. 

The counting rule link between a decedent and the 
household eligible to report him is represented 
by the indicator variable 

Thus, 

1 if a relative of D resides 
a 

at 

otherwise. 

M 
S = = number of households 

a i =1 ai 

containing relatives of Da. 

The linear estimate of N, 

N = 

m 

is unbiased if and only if 

M 

Wa. = 
1 (a = 1, ..., N). 

The Wai's are the counting rule weights. 
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If the weights are assigned such that 

the unbiasedness condition becomes 

1 1 
W 

i=1 
dai 

The unbiasedness condition is also satisfied if 

where 

R 
w ai 
a,i 

a 

R. = number of D 's relatives residing 

in H. 

R 
6 Rai = 

number of Da's relatives. 
i =1 

The W 's and W .'s are referred to as the unit 
a ai 

and the element counting rule weights respec- 
tively. 



CONDITION OF THE DET'ERMINAN'T' SURFACE IN THE SPACE OF THE EXPERIMt;N'rAL 
DESIGN LEVELS AS A FUNCTION Ur' THE INITIAL PARAMETER "GUESTIMATES" IN 

NONLINEAR PARAMETER ESTIMATION 

Dwight E. Spence, University of Pennsylvania 

introduction: Professors G.E.P. Box and 
H.L. Lúcas (1959) considered the matter 
of selecting those factor levels 
which would result in the estimation of a 
given nonlinear (w.r.t. parameters) model 
whose parameter estimates (9) would have 
the property of smallest variance. ?or 
least squaresestimates of these param- 
eters the criterium would entail minimiz- 
ing the absolute value of the determinant 
Cove ) , which is approximately the 

generalized variance. The Variance - 
Covariance matrix cov(9 ) is proportional 
to (F' Fj'where F is the pseudo- design 
matrix (Gallant, 1(575) and is a function 
of botr the parameters (e) and the fac- 
tor levels ( ). Used. to explain this 
criterium are-the relationships between 
the parameter space , the sample space 
and the solution locus, which constitutes 
a subset of sample space, as follows. 
For P dimensional points 9 in parameter 
space, P(6) defines a transformation to 
N dimensional sample space constituting a 

subset of sample space, i.e., the solution 
locus. Using an orthogonal transformation 
of sample space coordinates, solution 
locus points in the near neighborhood of 
a point P(8) may be reduced to P dimen- 
sionality. Wine P(9 )= P(Bo), 90 being toe 
true and unknown values, the determinant 

equals the square of the 
Jacobian of the transformation of these 
reduced -dimension points (near P(9)) to 

image points in parameter space. 'l'nus, 

minimization of the absolute value of 
I(F'Frl implies minimization of the 
volume covered by these points mapped to 
parameter space. 

Determinant Surface: 
'T'ne primary illustration of the above 
involves a two stage chemical reaction: 
A-'± -U., box and Lucas concern themselves 
with the model 
where is the percentage yield of sub- 
stance B. Given the restriction that 
the number of data points to be selected 
equal the number of parameters to be 
estimated, note that the problem of 
minimizing the absolute value 
reduces to maximizing the absolute value 
of which is of course stili a func;,icn 
of both parameters (g) and the factor 
levels (5). To proceed toward the sel- 
ection of the desired factor levels initial 
estimates of the parameters must be chosen. 
This brings us to the focal question on 
wnich the present paper is based: What 
are the consequences of choosing one set 
of parameter estimates over one of 
the many other possible sets? In this 
particular example the parameters are 
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interpreted as indicating the rates of 
chemical reactions. Often there may not 
be even this much information on which to 
base the "guestimates" (0). The initial 
estimates used byBbx and Lucas. =.7 
and =.2. Utilizing a computer and an 
extensive grid search technique, we can 
plot the contours of the response surface 
of IF in the space of the factor levels, 
i.e., IF, and . Figure A4 snows, as did 
Box and Lucas, that the result of grid 
search is a multi- extremumsurface with 
stationary points at .039 and ¡MI 
-.bl. if instead we consider =.2 and 

=.7, we get through grid search the 
contour surface indicated in Figure B4. 
!or this case and in the region consider- 
ed here, the determinant response surface 
is simpler having only one stationary 
point, a valley at -.1176. In 
these two cases the consequent factor 
levels, the indicated numerical values of 

and 2 , differed fairly negligibly as 
we will speak more about later. If we go 
on to consider initial parameter estimates 
of and 0.0 , figure CL 

shows that the result is a rising ridge 
type surface indicating that, within the 
region under consideration, the absolute 
value of is maximized at = 

-12.0. Finally, figure displays the 
results of using =.5 and 
as the starting estimates; and again we 
find a multi- extremum surface with a peak 
at = .000093 and a valley at F 

3770. Evidently, reasonably small- 
changes in the inital estimates of the 

parameters result in quite a variety of 
determinant surfaces. 

Experimental Design: 
Should circumstances require that one 
attempt to locate these experimental 
design points, i.e., and z which 
optimize , by the use of numerical 
methods (Box & Wilson, 1951) such as steep- 
est descent (ascent), different results 
can be expected depending on the nature of 
the particular determinant surface. 
Figures A3, B3, C3, and D3, reveal the 

approximated determinant contour surfaces 
for each of the four sets of initial 
estimates and based on quadratic equations 
whose data points are presented in Table 1. 

(Note how rapidly the approximation de- 
teriorates as we move away from the center 
of the selected data points.) Table i also 
indicates the four sets of factor level 
coordinates, ands, obtained as a 

result of calculating the stationary points 
of the corresponding quadratic equations. 
With respect to and 
the values of and are dictated in 



part by the limits of the experimental (Bradley, 195b). The Xi and 72 coordinate 
region since the quadratic equation in values are simple functions of ÿ, and 
this case indicates a stationary point far as also indicated in 'table 1. The gráph 
outside the experimental region considered of figure A3 illustrates tnese results 
here. The graphs shown in figures Bi, with canonical axes X1 and X2 centered 
B2, B3, and 134 (as well as those in figures at the stationary point. 

Al, A2, A3, and A4) when available provide REFERENCES 
important information concerning the 
selection of the data points on which the Box, U.E.P. and Lucas, H.L. (1959): 
quadratic equations are generated. In each "Design of Experiments in Nonlinear 
case of graphs of type B, graphs in the Situations," 

of the partial derivatives (v), the 
situations, Biometrika, 6 77 -90. 

objective is to determine the triangular Box, and Wilson, K.B. (1951): "Un 
simplex of greatest volume such that one the Experimental Attainment of Optimum 
vertex is at the origion; the remaining. Conditions," Journal of the Royal 
two vertices indicate values of and Statistical Society, Series B, Vol. 
which define a point very near (or, ideally, X111, No. 1. 
exactly equal to) the desired stationary 
point. This information wsuld thus Bradley, Ralph A. (1958): "Determination 
eliminate the need for most all of the of Optimum Operating Conditions by 
steepest descent (ascent) methodolgy. Experimental Design," industrial 

Finally, `able 1 (Bottom) gives the results 
Quality Control,15, 16 -20. 

of translating and orthogonally rotating Dallant, A.R. (1975): "Nonlinear 
the xi and X2 axes by way of canonical Regression, American Statistican, 
reduction of selected quadratic equations Vol. 29, 73 -81. 

TABLE i 
The MODEL, under the assumption of normality: 

= )- 

=[i /e, -1/(0, /(er exp( )- [1 
1 /(e, exp( -e? ) 

= ) exP( 

INITIAL A B C D 

PARAM. ESTIMATES: .7,1=.2 ep =.2,ez =.7 1.0,e2 =0.0 *= .5,eE =.4 

OPTIMAL LEVELS =1.61 =5.93 5.32 
1NDICATED:o 

A. The following data points 
E2 

1.10 6.5 -.803 336 
1.20 6.5 -.807 992 
1.30 6.5 709 5(e, -1.1) 
1.10 7.0 -.804 758 z= -6.5) 
1.10 7.5 -4798 920 
1.20 7.0 -.809 632 
1.23* 6.87* -.810.413* 

resulted in a Quadratic equation of the form 

=- .8033 -.01531x, 

B. The following data points 

1.6 4.5 -.108 211 
1.7 4.5 -.106;370 
1.8 4.5 -.104 087 
1.6 -.117 023 
1.7 5.5 -.116 342 
1.6 6.5 -.116 487 
1.653E 6.0* -.117 618* 

resulted in a Quadratic equation of the form 

.11715- .00033 -.00415 -.0009 
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C. 

D 

The following data points 

. 

I 

2 0 -8.62712: 
.9 25.0 -8.78190 

1.0 25.0 -8.82911 Y, =5(5 -.8) 
.8 30.0 -10.42443 25.0)/10 
.9 30.0 -10.61147 
.8 35.0 -12.22175 

1.oß` 35.0* -12.50740` 

resulted in a Quadratic equation of the form 

8.62487 .08416 
The following data points 

4:5 -.36 893 
1.4 4.5 -.362. 252 
1.5' u.5 -.358 417 
1.3 5.0 -.375 072 -1.3) 

1.4 5.0 -.374 863 -4.5) 
1.3 5.5 -.375 811 
1.39* 5.341 -.377 209x 

resultea in a Quadratic equation of the form 

. 

Reduction of the above to canonical form gives the following: 

A B C D 

Eigenvalues: B, =.0146 B, =.0055 
? 

B, =2.410 B, =.0216 

B 
2 
=. 0119 Bz =.0046 B2=.0099 Bz=. 0042 

r 1262 
aigenvectors: L'.9920J 

99201 ,1d531 
.1262J 

*Asterik values are the coordinates of the stationary point based on the 
quadratic equation generates from the initial six aata points. 
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THE RELATIONSHIP BETWEEN VARIOUS INTERVIEWER CHARACTERISTICS AND THE COLLECTION OF INCOME DATA 

Joyce A. Stevens and Barbara A. Bailar, U.S. Bureau of the Census 

Introduction 

In a supplement to the Current Population 
Survey (CPS), income data are collected each 
March. Some interviewers are more successful 
than others in eliciting responses to income 
questions. This study is a preliminary attempt 
to determine if specific interviewer 
characteristics or attitudes are related to the 
successful collection of income data in the CPS 
March Supplement. 

Methodology 

The best method to have used to develop 
relationships between interviewer 
characteristics and the successful collection of 
income data would have been by means of a 

controlled experiment in which households would 
have been randomly assigned to interviewers of 
different types. It was not possible to do this 
kind of experimentation in the CPS; therefore, a 

different kind of project was carried out. 
Every CPS interviewer who had worked on the 

March 1975 CPS Supplement was sent a 

questionnaire. The questions asked included the 
interviewer's age, educational level, and family 
income; whether the interviewer was more at ease 
about asking certain types of income questions; 
whether the respondents were more cooperative 
about answering certain types of income 
questions; whether the respondents understood 
the different types of income questions; whether 
the respondents had the information available to 
answer the income questions; and whether the 
interviewers felt it was appropriate for the 
Census Bureau to ask about certain subjects. 
The results from this questionnaire were linked 
to selected items from the March 1975 CPS Income 
Supplement. These items included nonresponse 
rates for different income questions, measures 
of nonprobing for income data, and some 

characteristics of the interviewer's assignment 
area. Thus, the new record created for each 
interviewer contained the answers to the 

questions about the interviewer's 

characteristics, attitudes, and opinions, and 
the nonresponse rates and nonprobing rates that 
the interviewer achieved on the March 1975 

Income Supplement. 
Two measures of the interviewer's "success" 

in collecting income data are used in this 

analysis. They are the nonresponse rates by 
type of income, for households and for persons, 

and the nonprobing rates by type of income for 

persons. Nonprobing for Social Security and 

interest income is said to have occurred when 

the annual dollar amount reported is exactly 
divisible by four. Should an interviewer accept 
a quarterly (or monthly) dollar amount and 

multiply by four (or 12) to arrive at an annual 

figure instead of probing to determine if the 

same amount of money were received in each 

quarter (or month), an incorrect annual total 
would result. For example, there was a change 
in the Social Security benefit payment in July, 
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1975. If the respondent multiplied his most 
recent payment by 12 to arrive at an annual 
figure, the annual amount would be incorrect. 
Since a generalized technique for determining 
nonprobing for all kinds of income items was 
desirable, divisibility by four was used as the 
criterion for nonprobing. 

There are certain limitations to this 
analysis. First the nonresponse and nonprobing 
rates do not relate directly to the quality of 
the income data collected. For instance, an 
interviewer could have no nonresponses but the 
reported amounts could be inaccurate. Second, 
since a randomized controlled study was not the 
method used, no causal relationships can be 
inferred. All that can be asserted is that 
relationships between variables do or do not 
exist. Third, when an interviewer was asked her 
opinion or attitude about an event pertaining to 
all respondents, a particularly unusual 
occurrence could influence her answer. For 
example, the memory of a particularly unpleasant 
refusal may have influenced the interviewer to 
report that more people were uncooperative in 
1975 than in the past when that may not have 
been the case. 

The universe for this study consists of all 
of the CPS interviewers who worked on the March 
1975 Income Supplement and who contacted at 
least 10 households. However, some interviewers 
did not return a questionnaire and some who 
returned one did not sign their names. About 85 

percent of the CPS interviewers who worked on 
the March Supplement completed the attitude 
questionnaire. About 81 percent signed their 
names. Because it was necessary to have their 
names for matching the interviewer data from the 
two sources, 81 percent was the resultant 
success rate. Thus, 802 interviewers had 
matched data available. This group is regarded 
as the population and no sampling errors are 
calculated since all differences are regarded as 
differences occurring in the population. 

Since it is possible that those interviewers 
who refused to fill out or sign the 
questionnaire were different from those who did, 
a comparison of the two groups was made for 
selected items of information from the March 
Supplement. Table 1 shows this comparison. 

Very few differences are apparent. The 
nonrespondents may have had somewhat more black 
households, more Spanish- speaking households, 
and more elderly households. They had somewhat 
more households not reporting dividends or 
interest. However, the assignment sizes were 
about the same, or somewhat smaller and the 
percentage of self- respondents was about the 
same. Of course, a similarity between those who 
cooperated and those who did not on this set of 
items does not mean that there was a similarity 
for other types of items that are presented in 
this paper. 



Attitude Survey - Capsule of Findings 

The interviewer survey indicated that the 
"average" CPS interviewer was a 48 -year old 
married woman who was a high school graduate and 
had a family income of about $17,000. About 80 

percent of the interviewers had worked on the 
March Supplement at least twice. Those 

interviewers who had previous experience with 

the March Supplement were asked if they noticed 
any change in respondent attitudes towards 

asking income questions in the past year or two. 

Just under a half said they found respondents 
less cooperative, nearly two -fifths found 

respondents about the same, and approximately 
one -tenth found respondents more cooperative. 

(Fewer than one out of every 20 interviewers 

mentioned a difference but did not say in which 

direction.) 

March 1975 CPS - Capsule of Findings 

Item by item nonresponse rates were 

tabulated for two different universes, for 

persons and for households, and for three 

categories of income: interest income, Social 

Security income, and income other than wages and 
salary. Among the major items included in 

income other than wages and salary are Social 

Security, Railroad Retirement, Supplemental 

Security Income, interest, dividends, royalties, 

estates or trusts, rental income, self - 

employment income, farm income, welfare, 

unemployment, and alimony. For the sake of 

brevity, income other than wages and salary will 

be referred to as "other income" and "Social 

Security income" will be used to mean Social 

Security, Supplemental Security, and Railroad 
Retirement income, unless otherwise indicated. 

Similarly, "interest" will refer to interest, 

dividends, royalties, estates or trusts, and 

rental income. 
Person nonresponse rates varied only from 

7.8 percent for those who had Social Security 

income but gave no amount, to 9.9 percent for 

persons with interest but with one or more 

interest items not reported. The percentage of 

households with one or more "other income" items 
not reported was 16.2 percent. (These 

nonresponse rates do not include noninterview 

cases for which there was no response to the 

entire questionnaire.) Although there are other 

causes or factors contributing to nonresponse, 

for this analysis, it is assumed that the level 

of the nonresponse rate is a function of the 

interviewer. 
Another set of items which is assumed to be 

a function of the interviewer is the nonprobing 
rate. The nonprobing rate varied from 9.6 

percent for Social Security items to 12.3 

percent for interest items. 

Matched File (Attitudes March Supplement) - 

Findings 

Table 2 shows the average nonresponse and 

nonprobing rates for selected income items by 

interviewer characteristics. Except for the 

group of interviewers 55 years of age or older, 

no apparent relationship between nonresponse or 

786 

nonprobing and age exists. For this one age 
group, there seems to be a general tendency for 
lower nonresponse and nonprobing rates. 

When the nonresponse and nonprobing rates 
were compared for interviewers with different 
levels of educational attainment, it was found 
that those interviewers who had completed 4 or 
more years of college had higher rates than 
interviewers with less than a college degree. 

Several interesting relationships appear 
when the interviewer's family income level is 

crossed separately by measures of nonresponse 
and nonprobing, and by the characteristics of 
the area in which the interviewer worked. High 
income interviewers (interviewers whose family 
income was $25,000 or more) had the highest 
nonresponse and nonprobing rates of all 
interviewers. This finding may be correlated 
with the high nonresponse and nonprobing rates 
associated with highly educated interviewers. 
The higher nonresponse rates for high income 
interviewers cut across all kinds of income and, 
presumably, across all respondent income levels. 
For instance, the high income interviewers had 
the highest nonresponse rates for household 
other income, for persons with pensions 
(private, military, State and local government 
pensions; alimony, child support, or other 
regular contributions) and for persons on 
welfare (AFDC). The nonresponse rates appear to 
be a function of the interviewer, and not the 
area. While the high income interviewers had 
high nonresponse rates for welfare income, their 
total household assignments had low percentages 
of households in poverty and households with 
Negro heads, as can be seen in Table 2. 

Multiple sources of income, such as 

interest, dividends, and royalties, are 
associated with high income areas. An 
interviewer who works in an area with a high 
percentage of multiple sources of income has 
more chances to make errors than the interviewer 
who works in an area where one source of income 

predominates. As shown in Table 2, the high 
income interviewers worked in areas with the 
highest mean income and with the highest 
percentage of respondents who had multiple 
sources of income. It is possible, then, that 
the high income interviewers had high 
nonresponse rates because of the many chances to 
make errors. 

An experienced interviewer is generally 
believed to collect better data. To see if such 
a relationship exists for income data, the 
number of times an interviewer worked on the 
March Supplement was crossed by her nonresponse 
and nonprobing rates from the 1975 March CPS. 

The interviewers who worked on the March CPS for 
the first time in 1975 had the lowest 
nonresponse rates. The interviewers who had 
interviewed on three March Supplements had the 
highest nonresponse rates. Those who had worked 
on the March CPS the longest (four or more 
times) had rates similar to those who had 
interviewed twice on the March Supplement. 
These latter nonresponse rates were slightly 
lower than those for interviewers who had 
interviewed three times. Length of experience 
did not seem to be associated with nonprobing. 



It is possible that the first time 
interviewers being freshly trained were full of 

zeal and paid particular attention to detail. 
Those who had worked on four or more CPS 
Supplements may represent a mixed group: 

persons who were very dedicated and precise, and 
those who were indifferent. Further work is 

needed to break out the differences in the more 
experienced group. It appears, though, that the 
high nonresponse rates may again be more a 

function of the interviewer than of the area. 
The interviewers who had worked four or more 
times had the lowest percentage of persons with 
multiple sources of income. Thus, it may be 
that they did not ask about some sources of 
income. 

If, in fact, a high nonresponse rate was 
more a function of the interviewer than of the 
areas in which she worked, correlations between 
the interviewer's attitudes and her nonresponse 
rates should be very informative. Because of 
space limitations it is not possible to analyze 
all of the available relationships between 
attitudes and nonresponse and nonprobing rates. 

A small subset illustrates the relationships. 
Interviewers were asked if they thought it 

were appropriate for the Census Bureau to ask 

about a large number of items. Included were 
sources and amounts of income. Almost all of 
the interviewers who felt the source was 
appropriate also felt that the amount was 
appropriate to ask. The same was true for those 
who felt it was inappropriate, had no opinion or 
did not answer the question. 

As is shown in Table 2, those who found 
asking amount or source of income inappropriate 
were more likely to have higher nonresponse 
rates. However, there was no relationship 
between their attitude about the appropriateness 
of the question and the nonprobing rates. One 

difficulty with this study is that there is the 

tendency to infer a causal relationship between 
the interviewers' attitude that it is not 

appropriate to ask income questions and the 
"resultant" higher nonresponse rates. However, 

it may have been that several refusals to those 
questions caused the interviewers to feel that 
the questions were inappropriate. 

Interviewers were also asked whether they 
noticed if there were differences in the 

cooperation of respondents depending on 

respondent income level, and, if so, which group 
they found least cooperative. About 35 percent 
of the interviewers found the high income 

respondents to be least cooperative while only 8 
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percent found the low income group to be the 
least cooperative and 21 percent thought the 
average income group was least cooperative. 
About 36 percent noticed no difference or did 
not answer the question. Those interviewers who 
perceived the average income group to be the 
least cooperative had slightly higher nonreponse 
rates. 

Another question asked of the interviewers 
was whether they noticed a change in the 
respondents' attitudes according to whether they 
were asked about certain types of income. They 
could answer that the respondents' attitudes 
were the same as towards other income questions, 
that respondents were more cooperative, less 
cooperative, or that the interviewers could not 
tell. Of those interviewers who could tell 
about a respondent's attitude, the interviewers 
who said respondents were less cooperative 
toward interest questions had the highest 
nonresponse rates. The same was true for 
questions about dividends. There appeared to be 
no difference in the nonprobing rates. It 
should be noted that the percentage of persons 
with one or more interest items not reported is 
directly related to the nonresponse rates for 
the separate attitude questions on interest and 
on dividends; and the percentage of households 
with one or more other income items not reported 
includes households with one or more interest 
and dividend income items not reported. 

Perception of respondent attitudes was also 
related to the collection of Social Security 
income. However, the differences between groups 
of interviewers was not as great as those for 
dividends and interest income. The percentage 
of persons not reporting Social Security and 
Supplemental Security Income corresponds 
directly to the questions on the respondents' 
attitudes toward Social Security and 
Supplemental Security Income. The interviewers 
who said that respondents seemed to be less 
cooperative toward Social Security income 
questions had slightly higher nonresponse rates, 
but the interviewers who said that respondents 
seemed to be less cooperative toward 
Supplemental Security Income questions had 
slightly lower nonresponse rates. Again, there 
appeared to be no differences in the nonprobing 
rates. 

This paper represents a small fraction of 
the data available from this project. Further 
exploration of the association of interviewer 
attitudes and characteristics, as well as area 
characteristics, with the quality of income data 
will take place over the coming year. 



TABLE 1. - -A COMPARISON OF SELECTED ITEMS FROM THE 
MARCH 1975 CPS SUPPLEMENT FOR INTERVIEWERS WHO COMPLETED A 

SURVEY FORM AND THOSE WHO DID NOT 

Interviewer assignment 
characteristics 

Percent of 
CPS interviewers 

Who cómpleted and 
signed a 

questionnaire 

(N = 802) 

Who did not 
complete or did 

not sign a question- 
naire 

(N = 189) 

100.0 100.0 
Number of households in assignment: 

One to 19 3.9 3.2 
20 to 39 22.8 27.5 
40 to 59 59.2 54.5 

60 or more 14.1 14.8 

Percentage of black household heads: 
0.0 to 4.9 59.3 55.6 
5.0 to 19.9 24.9 27.0 

20.0 or over 15.8 17.5 

Percentage of households with 
Spanish speaking head: 

0.0 to 4.9 72.6 69.8 

5.0 to 19.9 17.9 18.5 
20.0 or over 9.5 11.6 

Percentage of household heads 65 
or over: 

0.0 to 9.9 13.8 9.6 
10.0 to 24.9 59.5 61.7 
25.0 or over 26.7 28.7 

Percentage of telephone inter- 
views: 

0.0 to 9.9 9.6 7.4 

10.0 to 29.9 16.4 19.6 

30.0 to 49.9 22.4 24.3 

50.0 to 69.9 35.0 36.5 
70.0 or more 16.6 12.2 

Percentage of poverty households: 
0.0 to 9.9 45.7 41.3 

10.0 to 19.9 35.7 41.3 
20.0 or over 18.6 17.5 

Percentage of households not 
reporting interest or 

dividends: 
0.0 to 4.9 30.5 28.0 

5.0 to 14.9 48.2 46.0 

15.0 to 24.9 15.6 18.5 

25.0 and over 5.7 7.4 

Percentage of self- respondents: 
25.0 to 49.9 86.8 85.7 

50.0 or more 13.2 14.3 
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TABLE 2. --AVERAGE NONRESPONSE AND NONPROBING RATES FOR SELECTED 1NCOME ITEMS, OR AVERAGE 
AREA CHARACTERISTICS BY INTERVIEWER CHARACTERISTICS 

Percentage of persons 
or households of 
specific type 

Interviewer characteristic 

Households, 1+ other income item NA 
Persons, interest and /or dividends NA 
Persons, interest and /or dividends NP 
Persons, Social Security items NA 
Persons, Social Security items NP 

Households, 1+ other income items NA 
Persons, interest and /or dividends NA 
Persons, interest and /or dividends NP 

Households, 1+ other income items NA 
Persons, interest and /or dividends NA 
Persons, interest and /or dividends NP 
Persons, Social Security items NA 
Persons, Social Security items NP 
Persons, pensions, alimony items NA 
Persons, welfare items NA 
Persons with multiple income sources 
Households in poverty 
Households, black head 
Average household income 

Households, 1+ other income items NA 
Persons, interest and /or dividends NA 
Persons, interest and /or dividends NP 
Persons, Social Security items NA 
Persons, Social Security items NP 
Persons with multiple income sources 
Households in poverty 
Average household income 

Households, 1+ other income items NA 
Persons, interest and /or dividends NA 
Persons, interest and /or dividends NP 

AGE 

Totali/ 25 -34 35 -44 45 -54 55 or over 
(802) (67) (221) (345) (166) 

16.2 16.8 16.2 16.5 15.2 

9.9 10.5 10.2 10.2 8.8 
12.3 12.2 12.2 12.5 12.0 

7.8 7.5 8.0 8.3 6.8 
9.6 9.4 9.4 9.8 9.6 

EDUCATION 

Totali/ 1 to 11 12 College College 
years years 1 to 3 4 years 

years or more 
(802) (26) 

16.2 17.1 
9.9 8.6 

12.3 12.5 

Totali/ Less than 
$10,000 

(410) 

15.9 
9.6 

11.9 

FAMILY INCOME 

(235) (128) 

16.1 17.3 
10.2 10.2 
12.0 13.8 

$20,000 to $25,000 
$24,999 or more 

$10,000 to 
$14,999 

$15,000 to 
$19,999 

(802) (139) (161) (202) (176) (115) 

16.2 14.8 16.1 16.6 15.1 19.0 
9.9 8.8 9.7 10.4 9.4 11.3 

12.3 10.9 12.3 11.9 12.7 14.1 
7.8 6.8 7.6 8.2 7.7 8.9 

9.6 9.5 9.9 9.9 9.4 9.0 

7.1 6.7 6.6 7.4 6.6 8.4 
6.8 6.2 6.3 7.3 6.3 8.2 

36.7 35.6 36.5 36.0 37.6 38.2 
12.5 14.7 13.2 12.4 12.3 9.7 

8.1 8.2 9.0 8.5 8.0 6.3 
12,470 11,815 11,485 12,425 12,657 13,862 

YEARS OF EXPERIENCE WITH MARCH SUPPLEMENT 

Totali/ 1975 first 
time 

Second 
time 

Third 
time 

Fourth time 
or more 

(802) (165) (125) (133) (376) 

16.2 13.8 16.6 17.9 16.4 
9.9 8.5 10.0 11.0 10.0 

12.3 12.6 12.0 12.9 12.2 

7.8 6.7 7.6 9.0 8.1 
9.6 9.6 9.7 9.4 9.6 

36.7 37.7 37.6 38.4 35.6 
12.5 12.3 13.0 11.5 12.8 

12,470 12,367 12,140 12,690 12,550 

APPROPRIATENESS OF ASKING SOURCES OF INCOME 

Total Appropriate Inappropriate No opinion 
or NA 

(802) (437) (176) (189) 

16.2 15.5 17.8 16.3 

9.9 9.2 11.5 9.9 

12.3 12.3 12.3 12.1 
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TABLE 2.-- AVERAGE NONRESPONSE AND NONPROBING RATES FOR SELECTED INCOME ITEMS, OR AVERAGE 
AREA CHARACTERISTICS BY INTERVIEWER CHARACTERISTICS - continued 

Percentage of persons 
or households of 
specific types 

Interviewer characteristics 

Households, 1+ other income items NA 
Persons, interest and /or dividends NA 
Persons, interest and /or dividends NP 

Households, 1+ other income items NA 
Persons, interest and /or dividends NA 
Persons, interest and /or dividends NP 

Households, 1+ other income items NA 
Persons, interest and /or dividends NA 
Persons, interest and /or dividends NP 

Households, 1+ other income ítems NA 

Persons, interest and /or dividends NA 
Persons, interest and /or dividends NP 

Persons, Social Security items NA 
Persons, Social Security items NP 

Persons, Social Security items NA 
Persons, Social Security items NP 

APPROPRIATENESS OF ASKING INCOME AMOUNTS 

Total Appropriate Inappropriate No opinion 
or NA 

(802) (436) (176) (190) 

16.2 15.5 17.9 16.2 
9.9 8.5 11.6 9.9 

12.3 12.3 12.4 12.2 

LEAST COOPERATIVE INCOME GROUP 

Total High Average Low Can't tell 
or NA 

(802) (283) (169) (63) (287) 

16.2 16.3 17.2 15.6 15.6 
9.9 10.0 10.2 9.4 9.6 

12.3 12.6 12.2 12.3 12.0 

ATTITUDE OF RESPONDENT TOWARD INTEREST QUESTIONS 
COMPARED WITH OTHER INCOME QUESTIONS 

Total More cooperative Less Can't tell 

or same Cooperative or NA 
(802) (118) (650) (34) 

16.2 14.4 16.5 16.1 

9.9 8.6 10.1 10.6 

12.3 12.1 12.3 12.7 

Total 

(802) 

ATTITUDE OF RESPONDENT TOWARD DIVIDEND 
QUESTIONS COMPARED WITH OTHER INCOME QUESTIONS 

More cooperative Less Can't tell 
or same Cooperative or NA 
(163) (582) (57) 

16.2 13.5 16.7 18.2 

9.9 8.2 10.3 11.2 

12.3 11.8 12.4 12.1 

ATTITUDE OF RESPONDENTS TOWARD SOCIAL SECURITY QUESTION 
COMPARED WITH OTHER INCOME QUESTIONS 

Total More cooperative Less Can't tell 

or same Cooperative or NA 

(802) (730) (37) (35) 

7.8 7.8 9.9 7.2 

9.6 9.5 9.9 10.8 

ATTITUDE OF RESPONDENTS TOWARD SUPPLEMENTAL SECURITY 
INCOME QUESTION COMPARED WITH OTHER INCOME QUESTIONS 

Total 

(802) 

7.8 

9.6 

More cooperative Less Can't tell 
or same Cooperative or NA 
(639) (36) (127) 

7.9 6.9 7.8 

9.6 10.0 9.2 

NA - Not answered 
NP - Not probed 

1/ Numbers may not sum to total because a few interviewers did not answer certain questions. 
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FORECASTERS SHOULD BE SOCIAL SCIEI1ISTS 

John Stimson, William Paterson College 
Ardyth Stimson, Kean College 

The techniques of forecasting are thought 
of as econometric. Because of this historical 
development we tend to use economic variables in 
our forecasting models. The recently interrupted 
period of sustained growth has led us to mistaken- 
ly believe that societal forecasting could be 
accomplished without leaving the closed system of 
the economy. Forecasting has been defined as 
predicting the appropriate growth rate and 
economic growth has been seen as the driving 
wheel. 

Recently, the end of population growth and 
the post -60's reassessment have redirected atten- 
tion toward social values and goals and the 
collective behaviors that change them. There is 
a growing suspicion that many causative variables 
may lie outside the economic system. We hope to 
reinforce this mood by discussing the relevance 
of a few sociological variables in determining 
the economy. We will maintain that social defi- 
nitions of value priorities are always at the 
base of economic movements. (That economy is 
after all a sub- system of society). 

The authors are sociologists who recently 
returned to the campus after a lengthy associa- 
tion with economic and security market forecast- 
ing.i Our employment was not the beginning of a 
trend. We were originally included in the fore- 
casting team as computer managers, not sociolo- 
gists. If our sociological training was mention- 
ed it was as a curiosity. As our stay lengthened 
the econometricians found ways to use our peculiar 
abilities to them understand social change. 
That is the trend, economists are recognizing 
that social facts determine economic facts, but 
their reaction is not to consult sociologists, 
but to became "sociologists" themselves. This 
trend has been greatly accelerated by the recent 
failure of forecasting. 

This note should not be interpreted as a 
criticism of quantification. Econometric tech- 
niques have made remarkable advances. The goal 
is to force attention back to the xariables that 
these techniques are manipulating. 

Economists have not yet, and will never be 
able to, prepare adequate forecasts alone, 
because the basic causal variables they seek are 
decisions based on estimates of the expectations 
of consumers, managers, financera and potential 
parents. Economists think they can handle such 
decisions inside a rational- utility mode, but, 
these decisions are not rational, they are arbi- 
trary. They are based on changing priorities 
and values. It is difficult to rationally model 

a social process when the values of goals keep 
changing. It is impossible to model such a 
process effectively unless one recognizes the 

arbitrary nature of social definitions of prior- 
ities. 

We will return to "irrational" considera- 
tions. Let us now review same variables recog- 
nized as powerful influences on possible economic 

futures. 
Demography is the area in which it is 

expected that there be an overlap of sociological 
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and economic usage. We doubt, however, that 
sociologists know just how wide that overlap is. 
The Conference Board has published A Guide to 
Consumer Markets -Axel, 1973) since 1960. The 
statistics collected there are at least as 
sociological as economic; (earnings, labor force 
participation, and life style preferences). The 
first 73 pages, the largest portion of the book., 
describe population time series. At least by 
this measure, then, demography is the most 
studied area of consumer behavior. 

Demographics are so extensively studied 
because they provide the only long term, struc- 
tured, indicator of future growth of the society. 
This potential growth of the consumer pool and 
labor force provides the context for economic 
work. This is the first entry point through 
which most forecasters become acquainted with 
society. They discover that population growth 
is not inevitable, nor does it behave totally 
rationally in the timing of its lapses and 
growth surges. 

Unless you have directly experienced it 
you cannot imagine the theoretical dedication 
to growth that exists in most business or govern- 
ment planning. The recent end of the baby boom 
is important not just because it presages possi- 
ble downturns; it is more important because it 
took away only context of planning. Any 
interpretation of, or alternative to, zero 
population growth is listened to with interest. 
Sociologists now have an opportunity to provide 
other variables or contexts that could become 
basic forecasting tools. 

A second illustration is the accelerating 
feedback relationship between Woaan's Liberation 
and the economic structure. Let one semi- plaus- 
ible scenario represent many other possibilities. 
Some sociologists have discussed the possible 
instability of the Black family in terms of the 
shifting relative importance of male and female 
roles when women find it easier to find work. 
Admittedly, it is an area that is little under- 
stood, but could the Black family be the precur- 
sor of the post -liberation family? There would 
be numerous attendant economic and societal 
changes if a substantial proportion of families 
found the woman to be the most reliable bread- 
winner. 

A concept that sociologists should have 
developed in supernumerary income (Axel, 1973: 

144). This variable measures the long term 
secular growth of affluence, by aggregating the 
amount of income in excess of $15,000 flowing to 
each family unit. For example, in 1955, 5.6 per 
cent of U.S. families had supernumerary income, 
by 1965, 14.6 per cent, and in 1975 it is esti- 
mated that 33.5 per cent of families will have 
"affluent" income. Where this income will be 
directed is a sociological, life -style, question. 
Whether or not supernumerary income will continue 
to grow, and which segment of the population will 
receive the extra income, and what they are 
likely to use it for, are also sociological 
questions. Economists will not be able to under- 



stand or predict these changes without assis- 
tance. 

It has recently been forcibly demonstrated 
that consumers' decisions to spend or save create 
business cycle turning points and determine the 
difference between recession or depression. 
Economists, however, generally consider con- 
sumers to be followers of the econany. That is, 
they feel consumers tend to change their 
opinions after other indicators have turned. 
Their concentration on prediction makes econo- 
mists occasionally look at the indications 
instead of the real underlying process. Because 
the present indicators are unstable, and appear 
non -rational, econanists tend to downgrade the 
causal weight of consumers' attitudes because 
they appear to lag behind other predictors. 
There is no doubt, however, that consumer demand 
determines the system. The reason other parts of 
the economy turn first and react more rapidly is 
because they are trying to anticipate demand. 
The answer is real social indicators. 

This unrecognized centrality of consumer 
attitudes provides at least two major opportuni- 
ties for social scientists. First, and most 
obvious, the measurement of consumer moods is 
still primitive. The surveys that are regularly 
carried out are simple, and oriented toward 
prediction of specific purchases. Application 
of the societal perspective, especially through 
disaggregation of "consumers" into a meaningful 
typology, that might straighten out overlapping 
irrationalities could be productive. 

Secondly, attempts to work out the social - 
psychological interdependencies between the 
various levels of consumer decisions and their 
anticipations by producer decisions, must be 
understood. We live in a competitively and 
semi -informally planned economy. The producer 
of consumer, or government, goods must correctly 
guess demand- -but so must all of his suppliers, 
and their suppliers, for a dislocation of the 
economy to be avoided. The complexity and 

interconnectedness of the system of overlapping 

decisions is clearly demonstrated by use of 
input - output economics. An input - output table 
can show the interdependence of the economy's 

industries. It is a remarkable advance in 
systematic analysis. One is able to follow the 
consumer dollar paid for an automobile through 
the whole and see which industry used up 
which portion, steel, iron, coal, railroads, or 
electronics, etc. 

Looked at with a sociologist's bias the 
input - output table demonstrates the difficulty 
of producers consistently guessing what their 
various consumers will need in one, two, or 
three years. Each consumer, whether he is a 

professional purchasing agent or not, is subject 

to the existing moods of the country, as they a 
are filtered through his life -style. The total 

process is confused and volatile. Any study 
that sociologists could contribute to regularize 
it would make for a more stable planning system. 

A more canplicated example of the inter- 
connection of societal and economic forces can 
be seen in recent studies of the effects of 
housing programs.3 Very little support has been 
found for the proposition that government should 
ever again try to improve social conditions by 
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building new housing. It also seems that the 
decisions of where and when to start new con- 
struction have really been made for economic 
reasons, (i.e., to stimulate employment or fin- 
ance). These new studies uncover a picture of 
massive econanic programs that are supported 
only by the societal notion that a man's hone is 
his castle and that a man or his family can't be 
effective without a respectable castle. How are 
changing definitions going to effect housing 
programs in the future? Is this powerful 
economic stimulant going to be withdrawn? Will 
it only be defined as valuable outside of cities? 
Will the fact that programs seem to have no 
ameliorative effect have any impact at all? The 
potential results require a mix of sociological 
and econanic forecasting skills. 

We have been listing justifications for 
social scientists other than econanists claiming 
that the basic processes that are dealt with in 
econanic predictions are really in their data - 
territory. One final reminder that consumers 
decisions are dependent on major societal value 
shifts. One econanist was quoted recently in 
the N.Y. Times as wondering if, in ten years, 
todays' dog food producers would be canning food 
for pets or pets for food. This specific remark 
may have been partly inspired by a temporary 
feeling of insecurity, but it also emphasizes 
that specific attitudes support a major industry 
that feeds certain animals to other animals. 
This set of attitudes is no less idiosyncratic 
than the values that determine the style of 
America's econany. Americans spend very high 
proportions of their dollar on autos and the 
welfare of others. There are reactions underway 
to both these preferences. The strength of the 
reaction will determine future life styles, and 
therefore, econanic structures. 

FOOTNOTES 

1We have recently formulated a program of 
ways in which sociologists can help in forecast- 
ing, and the outline of a course that could pre- 
pare them for this job. "Sociologists should be 

put to work as forecasters" American Sociologist 
1976:499 -56. 

2We apologize because the style of what 

follows deliberately approaches economists in a 
combative fashion. It is only because we have 
found that other social scientists feel sane un- 
warranted insecurity when they face the edifice 
of modern econometrics. One should not be con- 
cerned. Most economists do not understand it 
either. 

3Mitchell, Robert E. "Sociological Research 

on the Myths of Housing" Social Problems 1974: 

259 -79. 



PROBLEM 

THE VARIANCE ESTIMATOR AND SAMPLE SIZE IN VARIABLES SURVEY SAMPLING 

Vernon W. Stone and Russell W. Irvine, Georgia State University 

to use a sample from the 1,000 students. 

While attributes sampling focuses on the 

question "How many variables sampling fo- 

cuses on the question "How much ?." In the ob- 

jective determination of sample size, is the 

variability factor in the former, and _6 is the 

v variability factor in the latter. In variables 

sampling, depending upon the various and sundry 

estimators employed to estimate variance and /or 

standard deviation, a wide range of sample siz- 

es can result. The formula application re- 

quires the direct use of the standard deviation. 

The tabular reading requires the use of the 

standard deviation as the denominator in the 

ratio of the sampling error to the standard de- 

viation. The foregoing, then, suggests various 

estimates of variance and /or standard deviation, 

pursuant to a variety of estimators, and the 

subsequent objective determination of sample 

sizes employing such estimates. 

HYPOTHESIS 

The basic hypothesis may be stated as 

follows: Depending upon the estimator(s) em- 

ployed, marked variations can be observed a- 

mong the variance estimates and, consequently, 

the objectively determined sample sizes. 

PROCEDURES 

Method 

The descriptive methodology, making use 

of the survey technique was employed. 

Subjects 

College professors, graduate students, 

and research practitioners, totaling 115 

volunteers, in attendance at a 1976 sampling 

workshop, constituted the sample. The volun- 

teers represented a variety of behavioral - 

science disciplines. Moreover, each partici- 

pant possessed recognized preparation and ex- 

pertise in the general sampling area. 

Instrumentation 

A questionnaire, detailing the following 

contrived situation, was distributed to the 

115 prospective participants: 

1,000 college freshmen are annually 

enrolled in Mathematics 105, Mathematical 

Analysis, at City Junior College. During 

the last five academic years (1970 -71 thru 

1974 -75), an annual mathematics achievement 

test has been administered to all of the 1,000 

students. For the 1975 -76 academic year, it 

is necessary, because of budgetary problems, 
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The following information was attached to 

the questionnaire: (1) Miscellaneous experi- 

mental data, including numerical indices of the 

achievement -test variances for the last five 

academic years; and (2) Population frame of 

the 1976 mathematics achievement scores for the 

1,000 freshmen. 

Also, the following sampling specifica- 

tions were indicated: (1) Population is 

1,000 (N .1,000); (2) Confidence level is to 

be 95% (z (standard variate )-1.96; and (3) 

Sampling error is to be 2 (E..2). 

The sampling task was to estimate the 

population variance - -by any estimator desired- - 

and report a numerical index for the variance 

estimate. 

In addition to the foregoing, the re- 

spondent was requested to indicate, on the re- 

verse side of the questionnaire, the estimator 

category, or categories, and the estimator sub- 

category, or sub -categories, employed in ar- 

riving at the reported numerical index of the 

variance. The checklist presented both the 

estimator categories and estimator sub -cate- 

gories as follows: 

1. Empirical Bases 

a. Past experience 

b._ Conventional practice 
C. (other) 

2. Ad Hoc Samples 

a. One- sample statistics 

b. Two-or-more-sample statistics 

c. (Other) 

3._Central Limit Theorem Applications 
a. Derived- formula basis 

b.---Normal distribution basis 

c. (other) 

4. Systematic Determinations 

a. Computed values 

b. Tabular values 

c. (other) 

5. Subjective Approaches 

a. Intuition 

b.---Whim 

c. (Other) 

(Employed Estimator Category Not 

Listed) 



Treatment 
On the basis of the reported variances, 

sample sizes were determined by both formula and 

table. 

(1) By formula. The starting point was 

the reliability, or precision, formula, based 

upon the standard error of the mean. Then, the 

sample -size (n) formula was derived, and the 

finite population correction was applied thereto, 

thus resulting in the following composite form- 

ula which is applicable to variables sampling: 

n 
N ( z 6)2 

E2) 6)2 

(2) By table. The ratios of the sampling 

error to the standard deviation were computed. 

Then, each ratio was related to population size 

and confidence level. For purposes of this 

study, the appropriate sample -size table by 

Arkin was employed. 

Except for minor variations, the formula 

and the table yield comparable sample sizes. 

RESULTS 

Table 1, "The Frequency and Proportion of 

Subjects Employing Each of the Estimator Cate- 

gories," indicates that the number of usable 

responses was 36, or approximately 31 per cent 

of the number of questionnaires distributed. 

The frequency of use of the five estimator cate- 

gories ranged from to 12, showing Systematic 

Determinations as the modal estimator category. 

Table 1 

THE FREQUENCY AND PROPORTION OF SUBJECTS 

EMPLOYING EACH OF THE ESTIMATOR CATEGORIES 

Proportion of 

Respondents 

Estimator Category Frequency (n==36) 

Empirical Bases 4 .11 

Ad Hoc Samples 7 .20 

Central Limit Theorem 

Applications 5 .14 

Systematic Determinations 12 .33 

Subjective Approaches 8 .22 

Totals 36 1.00 
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Table 2, "The Estimated Ranges of Vari- 

ance and Standard Deviation Reported for Each 

of the Estimator Categories," shows that the 

Subjective Approaches are the most variable. 

Variance ranges from 36 to 361, and standard 

deviation ranges from 6 to 19. The Empirical 

Bases are observed to be the least variable. 

Hence, the lowest variance is 36, and the high- 

est variance is 361, representing standard de- 

viations of 6 and 19, respectively. 

Table 2 

THE ESTIMATED RANGES OF VARIANCE AND 

STANDARD DEVIATION REPORTED FOR EACH 

OF THE ESTIMATOR CATEGORIES 

Estimated Range for 

Estimator Category Variance (61) S.D. (6) 

Empirical Bases -121 9 -11 

Ad Hoc Samples 64- 225 8-15 

Central Limit Theorem 

Applications 100 -169 10 -13 

Systematic Determina- 

tions 81-196 9-114 

Subjective Approaches 36 -361 6 -19 

Pursuant to the five specified estimator 

categories, it was expected that Subjective Ap- 

proaches would be the most variable since there 

is a discernible relationship between variabil- 

ity and subjectivity. It is unclear, however, 

as to why Empirical Bases are the least vari- 

able, insofar as a degree of subjectivity is 

involved therein. It was anticipated that 

Systematic Determinations would be the least 

variable because of the objective nature of 

this estimator category. 

A comparison of Tables 1 and 2 shows that 

there is a relationship between the highest 

frequency (Table 1) and the most variable es- 

timator category (Table 2). A Spearman calcu- 

lation results in a coefficient of .70. Not- 

withstanding, the small number of estimator 

categories renders the index insignificant. 



Table 3, "Sample Sizes on the Formula 

Basis (Standard Deviation) and the Tabular 

Basis (Ratio of Sampling Error to Standard 

Deviation) Determined for the Reported 

Standard Deviation Range (S.D. 6 thru 

S.D. 19)," makes use of the computational 

formula by using the standard deviation 

values and the table by using the ratio 

of the sampling error to standard deviation. 

Table 3 

It will be noted that minor differences 

are to be observed in most instances with 

respect to the values of the two sample - 

size determinations. Observing that the 

standard deviations range from 6 thru 

19 (variances 36 thru 361), the sample 

sizes, by formula, range from 34 thru 

258 and, by table, from 41 thru 278. 

SAMPLE SIZES ON THE FORMULA BASIS (Standard Deviation) AND THE TABULAR BASIS 

(Ratio of Sampling Error to Standard Deviation) 

DETERMINED FOR THE REPORTED STANDARD DEVIATION RANGE (S.D. 6 thru S.D. 19) 

Standard 

Deviation (6) 

Sample Size 

By Formula (n) 

Ratio of Sampling Error 

to Standard Deviation 

(E /6) 

Sample Size 

By Table (n) 

6 34 .33 41 

7 .29 42 

8 58 .25 58 

9 73 .22 88 

lo 88 .20 88 

11 105 .18 

12 122 .17 146 

13 140 .15 146 

14 159 .14 l64 

15 179 .13 186 

16 198 .13 187 

17 218 .12 211 

18 238 .11 241 

19 258 .10 278 
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Table 4, "The Cost of Incremental 

Sample Units When Sample Size Is Based 

Upon Formula Determined for the Report- 

ed Standard Deviation Range (S.D. 6 

thru S.D. 19)," underscores the direct, 

positive relationship between incremen- 

tal sample units and cost, using the 

sample sizes, by formula, for the il- 

lustration. Pursuant to a request, a 

testing service representative suggested 

that the subject mathematics achievement 

test, under the conditions indicated, 

would cost approximately $1,180 for the 

first 75 students when group tested. 

Thereafter, a pro rata average cost of 

Table 4 

$30.00 for each incremental sample 

unit above 75 students would be reason- 

able on the basis of current education- 

al costs. Even a degree of conservatism 

was discerned with respect to these cost 

figures. From a S.D. of 6 thru a S.D. 

of 9, a maximum sample of 73 is in- 

volved. Hence, $1,180 would represent 

the basic cost. From a S.D. of 10 

thru a S.D. of 19, however, the incre- 

mental sample units at $30.00 each 

bring the total sample cost to $1,570 

thru $6,670, representing sample sizes 

of and 258, respectively. 

THE COST OF INCREMENTAL SAMPLE UNITS 

WHEN SAMPLE SIZE IS BASED UPON FORMULA 

DETERMINED FOR THE REPORTED STANDARD DEVIATION RANGE (S.D. 6 thru S.D. 19) 

Standard 

Deviation (6) 

Sample 

Size (n) 

Incremental 

Sample Unit Cost 
at $30.00 Each 

Total Sample Cost 

Given Minimum Cost 

for 75 Units ($1,180) 

6 34 1,180 

7 45 1,180 

1,180 

9 73 1,180 

88 390 1,570 

11 105 510 

12 122 510 2,590 

13 140 540 3,130 

14 159 570 3,700 

15 179 600 4,300 

16 198 57o 4,870 

17 218 600 5,470 

238 6,070 

19 258 600 6,670 
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CONCLUSIONS 

The subject hypothesis was confirmed, 

clearly demonstrating that there are, de- 

pending upon the estimator(s), marked varia- 

tions among variance estimates and, conse- 

quently, sample sizes. 

The study constituted a pilot, designed 

to suggest the confirmation or disconfirmation 

of the hypothesis. To be sure, a tighter, 

more telescopic study may reveal different 

numerical results. Notwithstanding, there is 

ample reason to anticipate that such results 

will underscore the general direction of the 

findings reported herein. 

Recognizing that samples which are too 

small and samples which are too large can ad- 

versely affect findings, it behooves the re- 

searcher to attend such with great care. At 

the threshold of the Third Century, research- 

ers have an obligation to avoid both "over- 

kill" and "underkill" via sample size. 
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SENSITIVITY OF ALTERNATIVE FERTILITY INDICES 

C.M. Suchindran, J.W. Lingner, A.N. Sinha, E.J. Clark, University of North Carolina at Chapel Hill 

I. Introduction 
The purpose of this paper is to examine the 

sensitivity of selected fertility indices to 
true differences in fertility levels over 
time and space. Such examination requires an 
understanding of the statistical variations in 
these indices. Variability is to be expected 
even in the case of complete and accurate measure- 
ment of fertility, since the behavioral and bio- 
logical mechanisms which produce births are sub- 
ject to random variations. When data from sample 
surveys are used to construct indices, another 
type of variation is produced by the sampling 
mechanism itself. Better understanding of the 
effect of these variations on alternative fertil- 
ity indices is essential if efficient and accur- 
ate indicators of fertility change are to be 
identified. 

This investigation focuses on the sensitiv- 

ity of certain conventional fertility indices as 
well as indices based on the birth intervals. 
The data used in this study were generated 
through a Monte Carlo simulation model, POPREP. 
POPREP is a computer simulation model developed 
by the Department of Biostatistics at the Univer- 
sity of North Carolina. It generates the repro- 

ductive histories of a hypothetical female popu- 
lation under a set of assumed conditions 

regarding probabilities of marriage, marital 

dissolutions, deaths of women and their spouses, 
conception, spontaneous and induced abortion, use 
of contraception, and other factors related to 
fertility performance. The structure of the 
model is similar to that of POPSIM, but 
unlike POPSIM, POPREP explicitly considers bio- 
logical factors underlying fertility. This bio- 

logical approach to population simulation is 

closely related to the REPSIM model developed 
by Ridley and Sheps (1966). Further details of 

the model are given in the User's Manual for 
POPREP (1975). 
II. Design of Experiments 

The first step in the present investigation 
was to establish an initial population with char- 
acteristics approximating that of a developing 
society. For the sake of internal coherence, and 
because empirical data were more readily avail- 
able than for other countries, most of the para- 
meters used in establishing the initial popula- 
tion were derived from data on India. 

The initial population was assumed to con- 

sist of 10,000 women between age 0 and age 50 

who had survived to the initial simulation year. 

The age distribution was based on census data 

for India for 1961 and resembles the broad -based 

age pyramid characteristic of societies with 
relatively high growth rates. 

Although marriage (which is here defined as 
representing any form of sexual union) was 
assumed not to occur before age 15, the popula- 

tion was characterized by an early age at marri- 
age. Slightly over half of the women were 
assumed to have married by age 16. The age of 
husbands was determined as a function of the age 
of wives at marriage, but in general, husbands 
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were about seven years older than their spouses. 
Divorce was assumed not to occur. The probability 
of widowhood was based on the probability of male 
mortalit from Regional Model Life Table South, 
Level (e = 51.0). Remarriage from widowhood was 
assumed °not to occur. Table 1 shows the distri- 
bution of women by marital status at the start of 
simulation. 

The assumptions made in regard to factors 
affecting reproduction within marriage were as 
follows: Fecundability, the monthly chance of 
conception in the absence of contraception, varied 
among women and, for a given woman, with her age. 
The parameters used to determine.fecundability 
implied a mean fecundability of approximately .20 
at the age when fecundability was highest. The 
probability of a spontaneous fetal loss was deter- 
mined as a function of age, reaching a minimum for 
women in their twenties at a level of about .20 
and rising to a maximum of over .50 for women in 
the oldest age groups. The distribution of age at 
sterility postulated for these simulations implied 
a mean age of 42.14 years, with a standard devia- 
tion of 4 years. The distribution of length of 
pregnancies ending in fetal losses had a mean of 
1.9 months and a variance of 3.1 months, while 
all pregnancies ending in live births were assumed 
to last exactly nine months. The distribution of 
length of postpartum anovulation following a live 
birth was assumed to be relatively long, with a 
mean of 12 months; such a distribution would be 
consistent with a society where breastfeeding was 
practiced widely and for substantial periods of 
time. 

These parameters were assumed to operate 
during the first five years of simulation to 
establish a baseline against which the three 
experimental patterns of contraceptive use could 
be compared. During the five year baseline peri- 
od, mortality among women was also assumed to 
occur. Probabilities of female deaths were de- 
rived from Regional Model Life Tables, South, 
Level 13 (é = 50.0). 

Three °patterns of contraceptive use were 
postulated to begin to operate at the end of the 
fifth year of simulation. In all three, the 
chance of becoming a contraceptor was assumed 
to vary negatively with age and positively 
with parity. The rate of acceptance for 
the first contraceptive use pattern implied 
moderate acceptance of contraception and 
the second pattern assumed somewhat higher 
acceptance rates. 

In both the first and the second contracep- 
tive pattern, contraception was assumed to be 100% 
effective, and the women who adopted contraception 
were assumed to practice until the end of their 
reproductive lives. Thus, these two patterns can 
be viewed as simulating the results of a sterili- 
zation program. In the third pattern, however, 
although women were assumed to accept contracep- 
tion according to the higher hazard function of 
pattern 2, effectiveness of contraception was 
assumed to be 90%. Moreover, in this pattern, if 
a woman practicing contraception became pregnant, 



she was assumed to return to the noncontracepting 
state and her chance of reaccepting contraception 
was no different from that of a woman of the same 
age and parity who had never previously used 
contraceptive methods. Thus pattern 3 can be 
thought of as representing the use of a fairly 
effective method of contraception for a period of 
time determined by the advent of the next concep- 
tion. Each of these patterns of acceptance was 
assumed to operate over a ten year period. 

Table 2 shows the number of acceptors and 
the acceptance rates for each of the patterns of 

acceptance. Somewhat surprisingly, the number of 
acceptors declines over the 10 year period of pro- 
gram operation for each acceptance pattern. That 
this is in part due to reduced numbers of women 
eligible for acceptance is indicated by the data 
on person -years exposure to the risk of accept- 
ance. These also decline from year 5 to about 

year 12, and then become approximately stable. 
The annual acceptance rates decline for the two 
high acceptance rate patterns. The sharpest de- 

cline is observed for the high acceptance rate, 
100% effectiveness pattern. Under this pattern, 
the women who are non - acceptors at the end of the 
simulation period are likely to be young women 

of low parity and a correspondingly reduced risk 
of becoming a contraceptor. In the high accept- 

ance rate, 90% effectiveness pattern, acceptance 
rates are influenced by the number of women who 
have accidental pregnancies and, thus, drop out 
of contraceptive practice. When these women 
complete their accidental pregnancies, they are 

again exposed to the risk of acceptance and may 

again become acceptors. This process of dropping 
out and reentering operates to keep acceptance 
rates from declining as much as in the high 
acceptance rates, 100% effectiveness pattern. In 

the moderate acceptance rates, 100% effectiveness 
pattern, annual acceptance rates are consistently 

lower than for the other two patterns, but the 
pattern of decline over time is not nearly so 
marked as in the high acceptance rate pattern. 
III. Sensitivity of Fertility Indices: An 

Examination of Patterns 
Conventional Fertility Indices 

The results of these simulations, expressed 

in terms of specific fertility rates and indices 

summarizing these rates, are given in Tables 3 

and 4. Table 3 shows age specific fertility 
rates for each of the five years of the baseline 

period when no contraception is used. The most 

noteworthy feature of this table is the substan- 

tial fluctuation in rates from one year to the 

next. The largest fluctuations, with a range of 

8.3% of the highest value, appear for the gross 
reproduction rate, which for these simulations, 
has been calculated on the basis of the number 

of female births actually occuring in each 

simulation, rather than as a multiple of the 

total fertility rate. The smallest variation, 

about 2.4% of the highest observed value, appears 

for the general fertility rate. For the total 

fertility rate, the range of variation is approxi- 

mately 3 %. 
Table 4 shows age specific fertility rates 

and associated summary indices for each pattern 

of contraceptive use over the ten year period. 

As expected, all of these fertility rates show a 

tendency to drop. The decline is sharpest between 
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simulation years 6 to 10. The first and second 
contraceptive patterns, those with 100% effective- 
ness, continue to show a moderate change in years 
11 through 15. These changes in fertility rates 
are quite consistent with the data on contracep- 
tive acceptance shown in Table 2. However, fer- 
tility indices for the third contraceptive pat- 
tern, with 90% effectiveness, reach a low point 
in the tenth year of program operation and remain 
virtually constant thereafter. This latter result 
is perhaps to be expected in view of the conse- 
quences of discontinuation of contraception which 
occur only under the 90% effectiveness pattern. 
Under this pattern of acceptance, the reduction 
in fertility attributable to new acceptors appears 
to be counterbalanced by the increase in fertility 
resulting from "accidental" pregnancies and dis- 
continuance of use. 

It should be noted that whereas the trend of 
fertility is continuously downward for each suc- 
cessive year of the first five years of program 
operation, irregularities occur in all three 
patterns during the eleventh to the fifteenth 
year. 
Birth Interval Indices 

In recent years, considerable interest has 
been expressed in using data on the intervals 
between successive births to develop sensitive 
indicators of fertility change. The commonly 
used indices are the mean of all closed birth in- 
tervals, the mean of the last closed birth inter- 
vals and the mean of the interval since the last 
birth (the open interval). The latter intervals 
are often calculated on a parity specific basis. 
Despite the intuitive appeal of these indices, 
they are subjected to large biases due to effect 
of truncation (for details, see Sheps et. al. 
(1969)). A number of attempts have been made to 
construct refined birth interval indices which 
control for the effects of truncation as well as 
for age and parity composition. These indices 
include life table estimates (Sheps (1965)) and 
the estimates developed by Poole (1973). 

Parity specific interval indices have been 
computed for each of the first nine birth inter- 
vals. These indices are summarized by weighting 
the results for each of the first nine intervals 
by the number of women attaining each parity. 
Table 5 presents these weighted index for four 
survey points, years 5, 7, 10 and 15. As can be 
seen, only the unadjusted mean open interval 
shows a consistent tendency to lengthen at each 
successive time point. Moreover, the differences 
between year 5 and year 7 are quite small, with 
the largest difference appearing for the 90% 
effectiveness contraceptive use pattern. By 
year 10, differences are much more distinct. The 
longest interval is observed for the high accept- 
ance rate, 100% effectiveness pattern, but the 
90% effectiveness pattern continues to produce 
a longer interval than the moderate acceptance 
rates. Not until year 15 are the differences 
among the three patterns distinct. 

The summary adjusted indices fail to show any 
change in birth interval length at year 7. Al- 

though longer intervals are consistently indica- 
ted by Poole's Index in year 15, the observed 
differences are slight. 
IV. Power and Sensitivity of Fertility Indices 

Under Alternative Sample Sizes: Some Esti- 
mates from Replication 



The results presented thus far pertain to 
the total simulated populations. As will be 
examined in more detail in the next section, 
decisions made on the basis of samples are sub- 
ject to additional sources of error, even when 
the period of observation is relatively long. 
The major question to be answered is whether,when 
changes in fertility are to be inferred on the 
basis of sample values rather than population 
values, the values observed in a sample of a 
given size are consistent with what is occurring 
in the total population. 

To investigate the variability of fertility 
indices for these experimental populations, a 
series of replicated samples was created. For 
each series, samples of women who were alive at 
a given time point and were between the ages of 
15 and 50 were selected. A particular woman 
could appear only once in each sample (sampling 
without replacement) but could be selected into 
more than one sample in a given series. 

Table 6 shows the results from the 
various sets of replicated samples. The relative 
variation of the sampling distributions of these 
indices, as measured by their coefficients of 
variation (the standard deviation of the values 
of the indices from each set of replicated runs 
divided by the mean value of the index), exhibits 

a quite consistent pattern for all sets of repli- 

cates. The coefficients of variation are highest 
for the age specific birth rates, at an inter- 

mediate level for the total and general fertility 
rates and the open interval, and lowest for the 
other interval measures. This pattern of rela- 
tive variability sheds some light on the total 
population results presented earlier. The very 
small amounts of change seen in most of the in- 
dices based on closed intervals is likely to be 
in part due to the extreme stability of these 
indices. The somewhat erratic behavior of the 
age specific indices is, in contrast, partly due 
to their relatively high standard errors. 

To investigate the significance of observed 
differences in fertility, the value of each 
fertility index was determined at years 5, 10, 

and 15 for each replicated sample. From these 
data, it was possible to calculate sets of repli- 
cated differences between year five and year 
fifteen, a ten year span, and over the two five 
year intervals from year five to ten and from 
year ten to fifteen. The standard errors of the 
differences were estimated from the distribution 
of the differences between time points in each 
replicate. Standard normal tests were then 
applied to test the hypothesis of no change. The 

results are shown in Table 7. For the high 
acceptance rate, 100% effectiveness pattern, all 
birth rate indices show significant changes over 
the ten year period between year five and year 
fifteen, except for the age specific birth rates 
for the youngest and oldest age groups. Among 
the interval indices, however, only the open 
interval shows a significant change. The power 
of these indices to detect changes declines when 
comparisons are made over shorter spans of time. 
When year five results are compared with those of 
year ten, only the total fertility rate and the 
open interval indicate a significant change. 
When year ten is compared with year fifteen, the 

open interval is the only index which would lead 
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to rejection of the "no change" hypothesis. 
Quite possibly this measure is influenced by 
changes in the relatively distant past. To the 
extent that this is true, the open interval may 
be an inadequate index for studying current 
fertility changes. 

When the high acceptance rate, 90% effective- 
ness pattern is considered, fewer indices differ 
significantly. Only the general fertility rate 
and the open interval detect the change occurring 
over the ten year period from year five to year 
fifteen. The total fertility rate shows a statis- 
tically significant difference for the period 
from year five to year ten, while the open inter- 
val indicates a difference from year ten to year 
fifteen, again raising a question about the short 
term sensitivity of interval indices. 

These results indicate that the general fer- 
tility rate, the total fertility rate and the 
open interval are the measures that are likely to 
detect changes in fertility. Table 9 shows the 
power of these indices in detecting an assumed 
amount of change for various periods. The power 
is determined as the proportion of the samples 
showing a significant change when the amount of 
change observed for the total population is 
assumed as the true change. For all contraceptive 

Table 9 

Power of Selected Fertility Indices in 
of for Various 

High Rates, 

Year 5 V;. 15 

5 Year 10 

Vs. 15 

N=1000 F=500 

General Fertility Rite 0.9964 0.90;9 0.4169 

Total Fertility Rate 0.9990 0.9162 0.£115 0.6950 

Open Interval 1.0000 1.0000 0.6.43 0.4013 

high o Rites, 90C 

N=500 

General Fertility Rate - 0.6736 0.6443 0.0359 

Total Fertility Rate - 0.4960 0.6950 0.0455 

Open Interval - - 0.82:9 0.43:3 0.5160 

use patterns, the general fertility rate and the 
total fertility rate appear to be more powerful 
in detecting changes over the first five years 
of program operation than the open interval. 
Over the ten year period and for the period 
between year ten and year fifteen, the open 
interval appears to be more powerful than the 
other two indices, except in the case of the last 
five years of the 100% effective pattern. The 
table also shows a 10% increase in the power of 
the total and general fertility rate with dou- 
bling the sample size from 500 to 1000 in the 
comparison of year five with year fifteen, 100% 
effectiveness. 
V. Conclusions 

It should be noted that the conclusions 
drawn about the statistical properties of these 
indices pertain to the particular set of condi- 
tions governing this investigation. Their 
generality to other circumstances may be limited. 
It is especially important to note that the 
simulated data studied here are free of response 

and other types of nonsmapling errors which are 



often the major problems of real -life data. 

Extension of this research by incorporating these 

factors might be very useful. 

Nevertheless, these results do suggest that 

conventional fertility measures such as the total 

and general fertility rates may be more sensi- 

tive to short term changes than other types of 

measures. They also indicate that, under the 

conditions postulated for those simulations, 

long term effects of alternative patterns of 

contraceptive practice may not be easily estimated 

from short term results. 
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Distribution of Women by Age and Marital Status 

at the Beginning of Simulation 

Currently 

Age Single Married Widowed Total 

<1 405 0 405 

1 -4 1470 0 0 . 1470 

5 -9 1523 0 0 1523 

10 -14 1295 0 0 1295 

15 -19 441 674 3 1118 

20 -24 105 862 22 989 

25 -29 16 812 45 873 

30 -34 7 652 37 696 

35 -39 5 565 66 636 

40 -44 6 443 93 542 

45 -49 7 350 97 454 

Total 5280 4358 363 10001 
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Table 2 

Number of Acceptors Per Year, Estimated Number of Person Years 
Exposed to the Risk of Acceptance, Annual Acceptance Rates 

Per Currently Married Woman, and Proportion of Currently 

Married Women Using Contraception at the End of Each 

Simulation Year by Pattern of Contraceptive Use 

5 

Year 

6 7 8 9 10 11 12 13 14 

Moderate Acceptance Rates, 1001 Effectiveness 

Number of Acceptors 298 323 323 283 285 257 268 262 273 221 

Estimated Number of 

Person Years Exposed 

to Risk of Acceptanc 3737 3597 3446 3363 3267 3190 3113 3070 3155 306, 

Annual Acceptance 
Rates 7.97 8.98 9.37 8.42 8.72 8.06 8.61. 8.73 8.94 7.21. 

Proportion Using At .0581 .1146 .1697 .2057 .2431 .2690 .2960 .3183 .3405 .3506 
End of Year 

High Acceptance Rates, 100``1 Effectiveness 

Number of Acceptors 

Estimated Number of 
Person Years Exposed 
to Risk of Acceptance 

Annual Acceptance 
Rates 

Proportion Using At 
End of Year 

473. 468 435 396 361 336 319 267 280 235 

3671 3420 3185 3004 2843 2720 2653 2604 2594 2619 

12.88 13.68 13.66 13.18 12.69 12.35 12.02 10.25 10.79 8.97 

.0903 .1717 .2411 .2949 .3424 .3748 .4016 .4170 .4346 .4407 

High Acceptance Rates, 90% Effectiveness 

Number of Acceptors 

Estimated Number of 
Person Years Exposed 
to Risk of Acceptance 

Annual Acceptance 
Rates 

Proportion Using At 
End of Year 

497 495 404 425 365 389 381 352 350 313 

3665 3388 3185 3072 2993 2919 2390 2910 2949 29S3 

13.56 14.61 12.69 13.84 12.20 13.33 13.18 12.10 11.`.7 10.46 

.0938 .1681 .2172 .2599 .2848 .3070 .3239 .3286 .3359 .3347 

Table 3 

Age Specific Fertility Rates and Marital Fertility Rates by Year Since 
Start of Simulation, Year One to Five, No Contraception 

Age Group 

Year 

1 2 3 4 5 

Age Specific Fertility Rate 

15 -19 189.9 203.1 196.0 205.1 205.3 

20 -24 369.5 352.1 366.8 364.5 369.3 

25 -29 384.9 395.8 397.6 359.8 384.3 

30 -34 312.1 344.7 291.1 341.1 289.6 

35 -39 212.2 215.2 220.3 219.3 207.8 

40 -44 87.0 80.8 74.3 81.9 91.8 

45 -49 2.2 2.1 2.0 6.0 7.8 

General Fertility Rate 247.8 252.6 246.6 249.9 247.6 

Total Fertility Rate 7789.0 7969.0 7740.0 7889.0 7780.0 

Gross Reproduction Rate 3678.0 3982.0 3653.0 3895.0 3693.0 

Age Group Age Specific Marital Fertility Rate 

15 -19 318.5 344.6 323.6 337.8 342.7 

20 -24 418.5 397.8 412.9 411.4 414.9 

25 -29 410.1 422.0 425.2 385.4 412.6 

30 -34 334.8 365.6 312.8 368.8 313.1 

35 -39 237.7 240.0 246.5 243.6 225.7 

40 -44 103.3 97.1 88.1 94.9 107.9 

45 -49 2.9 2.8 2.6 5.2 10.3 

General Marital Fertility Rate 300.7 306.1 297.9 301.4 299.0 

Total Marital Fertility Rate 9128.9 9349.1 9058.8 9235.7 9135.9 



Table 4 

Age Specific Fertility Rates by Pattern of Contraceptive Use and Year of Simulation 

Age Group 

Year 

6 7 8 9 10 11 12 13 14 15 

Moderate Acceptance Rates, Effectiveness 

15 -19 191.2 183.2 193.9 190.6 181.1 197.2 199.6 200.1 213.0 190.8 

20 -24 383.1 334.2 330.2 333.1 323.1 296.2 285.5 317.6 306.9 298.5 

25 -29 397.7 358.8 345.9 334.6 317.4 304.8 306.1 286.7 263.6 281.2 

30 -34 318.6 307.8 278.3 263.0 248.4 239.1 222.1 233.6 201.0 216.8 

35 -39 224.0 218.1 162.0 149.7 164.8 133.5 133.8 142.4 129.3 98.2 

40 -44 80.5 78.4 82.4 44.9 49.9 33.1 36.1 41.6 33.1 35.9 

45 -49 5.6 9.2 8.9 0.0 5.1 3.4 5.0 1.7 0.0 3.3 

General Fertility Rate 253.4 234.7 224.0 214.0 208.2 197.8 194.8 201.0 191.5 187.0 

Total Fertility Rate 8004.0 7448.0 7008.0 6580.0 6449.0 6036.0 5941.0 6118.0 5733.0 5624.0 

Gross Reproduction Rate 3929.0 3579.0 3538.0 3116.0 3255.0 2958.0 2867.0 2811.0 2778.0 2834.0 

Age Group High Acceptance Rates, 100% Effectiveness 

15 -19 189.6 193.5 185.4 185.6 183.5 186.2 203.5 204.8 204.4 188.4 

20 -24 370.8 337.2 327.9 323.0 304.2 268.0 289.2 280.3 300.0 269.9 

25 -29 391.3 357.2 318.8 302.9 282.6 259.9 246.1 257.1 243.5 263.3 

30 -34 305.2 305.3 246.9 230.2 225.5 171.1 169.4 169.7 150.5 156.5 

35 -39 230.1 178.9 142.1 150.3 129.0 114.6 122.2 85.7 104.1 82.78 

40 -44 80.4 70.2 55.8 42.7 41.9 26.8 41.7 34.2 13.04 39.2 

45 -49 5.6 5.5 1.8 5.2 1.7 3.3 3.3 0.0 1.6 0.0 

General Fertility Rate 248.5 230.8 207.1 201.5 190.9 170.5 178.3 173.4 172.4 167.2 

Total Fertility Rate 7865.0 7239.0 6394.0 6204.0 5842.0 5150.0 5377.0 5159.0 5087.0 5000.0 

Gross Reproduction Rate 3899.0 3466.0 3057.0 3081.0 3001.0 2531.0 2458.0 2499.0 2660.0 2425.0 

Age Group High Acceptance Rates, 902 Effectiveness 

15 -19 189.6 192.0 193.3 184.0 181.3 191.9 187.9 210.1 197.3 197.8 

20-24 395.3 320.7 332.8 329.4 307.6 326.0 325.4 308.2 329.7 300.2 

25 -29 384.0 345.8 339.6 333.0 302.1 334.3 320.8 336.8 311.2 334.2 

30 -34 309.8 309.4 288.7 255.8 256.7 235.2 239.4 245.6 254.7 238.1 

35 -39 214.2 170.8 210.0 180.6 156.2 136.7 147.4 133.3 119.7 145.3 

40 -44 77.2 62.4 57.5 62.3 39.1 52.8 44.2 42.4 39.3 31.9 

45 -49 5.6 3.7 5.3 1.7 0.0 0.0 3.4 1.7 3.3 4.9 

General Fertility Rate 250.5 224.4 227.5 215.6 201.3 208.2 206.6 209.7 206.5 205.0 

Total Fertility Hate 7883.0 7024.0 7137.0 6734.0 6215.0 6384.0 6342.0 6391.0 6276.0 6261.0 

Cross Reproduction Rate 3882.0 3316.0 3546.0 3350.0 3130.0 3021.0 3204.0 3033.0 2980.0 3121.0 

Table 5 

Weighted Mean Interval Indices, 

Currently Married Women by Year of Simulation 

(in months) 

Unadjusted Means 
Median 

Poole's Index 

Life Table 
Median 

Open 

Last 
Closed 

ALI 
Closed 

Year Moderate Acceptance Rates, 100% Effectiveness 

5 34.00 31.44 29.05 26.47 26.67 

7 34.44 31.60 29.02 26.49 26.59 

10 38.06 30.96 28.69 26.47 26.81 

15 48.39 29.79 27.78 26.56 27.22 

Year High Acceptance Rates, 1002 Effectiveness 

5 34.00 31.44 29.05 26.47 26.67 

7 34.84 31.70 29.01 26.50 26.64 

10 40.22 31.12 28.57 26.75 27.24 

15 54.32 30.07 28.13 27.11 27.93 

Year High Acceptance Rates, 90% Effectiveness 

5 34.00 31.44 29.05 26.47 26.67 

7 35.00 31.60 29.04 26.48 26.57 

10 38.31 31.35 28.68 26.65 27.00 

15 43.25 32.12 29.01 26.87 27.48 



Table 6 

Comparison of the Effect of Varying Sample Size, 
High Acceptance, Rate, 100% Effectiveness Pattern of Contraceptive Use 

Year 5 

Type of 

Index 

(50 Replicates of 500) (50 Replicates of 1000) (50 Replicates of 500) (50 Replicates of 1000) 

S.D. C.V. x S.D. C.V. S.D. C.V. S.D. C.V. 

Age Specific Rates 

15 -19 175.6 35.6 20.27 178.1 24.4 13.70 163.9 33.3 20.32 154.6 24.8 16.04 

20 -24 365.3 49.8 13.63 361.2 37.4 10.35 275.3 43.2 15.69 289.8 33.8 11.66 

25 -29 395.4 52.7 13.33 400.6 35.2 8.79 251.6 37.7 14.98 247.4 34.2 13.82 

30 -34 308.3 47.9 15.54 301.4 34.9 11.58 162.9 51.7 31.74 176.4 34.7 19.67 

35 -39 2 30. 0 66.2 28.78 223.4 36.8 16.47 102.1 46.7 45.74 , 97.9 22.2 22.68 

40 -44 100.5 45.2 44.98 95.6 23.1 26.26 38.4 25.7 66.93 36.9 13.7 37.13 

45 -49 12.9 19.4 150.40 10.9 10.6 97.25 1.4 5.7 407.14 2.7 5.5 203.70 

General Fertility Rate 245.0 19.5 7.96 240.5 11.6 4.82 162.7 16.8 10.35 163.7 9.3 5.68 

Total Fertility Rate. 7938.3 653.0 8.23 7856.1 401.4 5.11 4978.3 556.9 11.19 5028.4 333.6 6.63 

Interval Measures 

33.66 2.40 7.13 34.40 1.51 4.39 54.23 2.28 4.20 54.03 1.68 3.11 Open 

Last Closed 31.19 0.95 3.05 31.23 0.69 2.21 29.99 0.90 3.00 30.04 0.63 2.10 

All Closed 28.82 0.57 1.98 28.81 0.39 1.35 28.07 0.60 2.14 28.11 0.42 1.49 

Median Poole's Index 26.35 0.49 1.86 26.36 0.35 1.33 27.19 0.57 2.10 27.11 0.37 1.36 

Life Table Median 26.30 0.68 2.59 26.41 0.51 1.93 27.80 0.70 2.52 27.35 0.45 1.62 

Table 7 

Comparison of Sampling Distríbution.Cbaracteristics for Selected Time Points, 

High Acceptance Rates, 100% Effectiveness Pattern of Contraception Use 

(50 Replicates of 500) 

Year 5 7 10 15 

Type of Index S.D. C.V. S.D. C.V. S.D. C.V. x S.D. C.V. 

Age Specific Rates 

15 -19 175.6 35.6 20.27 162.4 36.1 22.23 161.0 29.0 18.01 163.9 33.3 20.32 

20 -24 365.3 49.8 13.63 318.2 48.8 15.34 315.5 46.0 14.58 275.3 43.2 15.69 

25 -29 395.4 52.7 13.33 366.1 46.7 12.76 281.2 42.8 15.22 251.6 37.7 14.93 

30 -34 308.3 47.9 15.54 320.1 52.8 16.49 229.9 52.3 22.75 162.9 51.7 31.74 

35 -39 230.0 66.2 28.78 200.0 59.3 29.65 142.9 44.4 30.33 102.1 46.7 45.74 

40 -44 100.5 45.2 44.98 70.0 35.0 50.00 52.2 26.8 51.34 38.4 25.7 66.93 

45 -49 12.9 19.4 150.40 11.2 15.3 136.61 1.1 5.2 472.73 1.4 5.7 407.14 

General Fertility Rate 245.0 19,5 7.96 225.3 19.2 8.50 188,4 12.3 6.51 162.7 16.8 10.35 

Total Fertility Rate 7938.0 653.0 8.23 7240.0 638.8 8.82 5920,0 398.7 6.73 4978.3 556.9 11.21 

Interval Measures 

33.66 2.40 7.13 34.47 2.56 7.43 39.92 2.34 5.86 54.23 2.28 4.20 
Open 

Last Closed 31.19 0.95 3.05 31.88 1.10 3.45 30.67 1.08 3.52 29.99 0.90 3.00 

All Closed 28.82 0.57 1.98 29.05 0.67 2.31 28.43 0.57 2.00 28.07 0.60 2.14 

Median Poole's Index 26.35 0.49 1.86 26.55 0.52 1.96 26.74 0.55 1.93 27.19 0.57 2.10 

Life Table Median 26.30 0.68 2.59 26.50 0.86 3.25 27.03 0.73 2.70 27.80 0.70 2.52 
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Table 8 

Observed Differences in Fertility Indices, Estimated Standard Errors 

and Z Values for Various Periods 

High Acceptance Rate, 100% Effectiveness 

el 
Year 5 V. Year 15 Year 5 Vi;. Year. 10 Year 10 Vs. Year 

Differences 

1 

S. E. 
Observed 

Differences 

2 

Differences 
S.E. z 

15 -16.9 34.42 -0.49 -21.8 46.56 -0.47 4.9 40.27 0.12 

20-24 -99.4 56.50 -1.76* -65.1 76.81 -0.85 -34.3 62.66 -0.55 

25 -29 -11.0 50.59 -2.39 * ** -101,7 70.49 -1.44 -19.3 58.10 -0.33 

30 -34 -133.1 48.09 -2.77 * * *' -64.1 56.67 -1.13 -69.0 70.74 -0.98 

-39 -125.0 46.43 -2.69 * ** -78.8 81.42 -0.97 -46.2 65.17 -0.71 

-44 -52.6 28.24 -1.86* -49.9 46.28 -1.08 -2.7 37.78 -0.07 

45 -49 -7.8 11.26 -0.69 -6.1 20.85 -0.29 -1.7 7.94 -0.21 

General Fertility Rate -80.40 17.54 -4.58 * ** -56.7 22.31 -2.54 * -23.7 19.75 -1.20 

Total Fertility Rate -2.78 0.59 -4.71 * -1.94 0.75 -2.59 * ** -0.84 0.68 -1.24 

Intarval. 

Open 20.32 2.33 8.72 * ** 6.22 3.09 2.01 ** 14.10 3.47 4.06 * ** 

-1.37 1.09 -1.26 -0.32 1.51 -0.21 -1.05 1.38 -0.76. 

Al -0.92 0.62 -1.48 -0.48 -0.76 -0.63 -0.44 0.91 -0.48 

Index 0.64 0.56 1.14 0.28 0.74 0.38 0.36 0.70 0.51 

1.26 0.79 1.59 0.57 0.80 0.71 0.69 0.90 0.77 

High Acceptance Rates, 90% Effectiveness 

Type of 
Year 5 Vs. Year 15 Year 5 Vs. Year 10 Year 10 Vs. Year 15 

Index Observed 
Differences 

1 

S.E. Z 
Observed 

Differences 

2 

S.E. 
Observed 

Differences S.E. 

Age Specific Rates 

15 -19 -7.5 50.55 -0.15 -24.0 44.30 -0.54 16.5 52.24 0.32 
20 -24 -69.1 62.76 -1.10 -61.7 71.44 -0.86 -7.4 63.63 -0.12 
25 -29 -50.1 77.16 -0.65 -82.2 72.56 -1.13 32.1 82.60 0.39 
30 -34 -51.5 81.16 -0.63 -32.9 67.53 -0.49 -18.6 72.71 -0.26 
35 -39 -62.5 73.03 -0.86 -51.6 80.16 -0.64 -10.9 71.38 -0.15 
40 -44 -59.9 51.40 -1.17 -52.7 59.12 -0.89 -7.2 51.65 -0.14 
45 -49 -2.9 26.28 -0.11 -7.8 19.47 -0.40 4.9 13.54 0.36 

General Fertility Rate -42.60 20.35 -2.09 ** -46.30 22.99 -2.01 ** 3.70 24.43. 0.15 
Total Fertility Rate -1.52 0.93 -1.63 -1.57 0.73 -2.15 ** 0.05 0.85 0.05 

Interval Measures 

9.25 3.57 2.59 * ** 4.31 3.10 1.39 4.94 2.92 1.69* 
Open 

Last Closed 0.68 1.44 0.47 -0.09 1.23 -0.07 0.77 1.28 0.60 

All Closed -0.04 0.88 -0.05 -0.37 0.86 -0.43 0.33 0.91 0.36 

Median Poole's Index 0.40 0.73 0.55 0.18 0.65 0.28 0.22 0.78 0.28 

Life Table Median 0.81 1.00 0.81 0.33 0.88 0.38 0.48 1.07 0.45 

* significant at 5% level 
** significant at 1% level 

* ** significant at 0.1% level 

Standard Errors estimated on the basis of 50 replications of 1,000 women aged 15 -49. 
2 

Standard Errors estimated on the basis of 50 replications of 500 women aged 15 -49. 
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The Assessment of Stability of Factor Analytic Scales 
Phyllis R. Sweet, University of Lowell 

This paper relates one of a series of studies 
intended to develop and refine a paper - and 
pencil measure of perception of pain. The ul- 
timate aim of these studies is to develop a bat- 
tery of measures which can be administed in ab- 
sentia to persons not in pain. This battery is 
intended to predict the subject's health orien- 
tation and care. 
This study is a replicative study intended to 
assess the stability of factors found in a smal- 
ler (N =68) sample of the same population. A 
sample of 163 undergraduates enrolled in psy- 
chology courses for non- majors at state univer- 
sities voluntarily completed the inventory. In 
the original study, twelve dimensions were is- 
olated. With the larger sale size, 10 dim- 
ensions appeared to underlie the data. The 
Pain Perception Inventory (PPI) is the instru- 
ment used in both studies. Three options for 
response were allowed for all thirty items that 
made up the inventory. Subjects indicated their 
agreement, disagreement, or lack of opinion to 
items such as "I have experienced a great 
of pain ". 
Naming the factors (or scales) that result from 
a factor analytic study is a first step to de- 
termine stability. On a broad level, the abil- 
ity to retain scale names and constructs is the 
sin qua non of factorial stability. However, 
the assignment of names is always tentative and, 
at least in the initial instrument stages, lar- 
gely intuitive. 
The process of assigning meaningful names to the 
factor scales, used for both the original study 
(factor analytic study I) and the replicative 
study (factor analytic study II), is given here 
in detail for whatever insight into this intui- 
tive procedure such details may offer. 
I. Factor analytic study I - Twelve scales. 

a. Using SPSS, a principle ca[ponehts 
factor analysis with oblique rotation was under- 
taken, resulting in twelve factors. 

b. The factor pattern matrix was analyzed 
to determine which items presented a factor 
loading of +0.500. These items were intended 
to define each scale. (Four items did not have 
a high enough factor loading to be assigned acc- 
ording to the criterion. These were assigned to 
that factor upon which the item had the largest 
weight, factor loadings = 0.37;0.40;0.42;0.43).. 

c. A seperate table for each factor was 
compiled. Each set of items and their factor 
loadings, together with an explanation of dir- 
ection of subjects response to them, made up the 
tables. 

d. Each table was content analyzed in the 
attempt to assign a name to the scale. More 
often than not content analysis amounted to a 
sophisticated term to indicate that one key 
within an item was selected as reasonably repre- 
sentitive of the of the items taken togeth 
er. Occasionally, no single theme appeared. In 
this case, either the highest loading item or 
the most prevelant was selected. 

e. Scale names and sample items and their 
loadings were then organized. Descriptions of 
high scores were also prepared. 

II. Factor analytic study II - Ten scales. 
a. Steps a through c were repeated with the 

data collected for the second study. These re- 
sulted in ten factors. 

b. In an attempt to preserve, to the extent 
possible, the names of the scales, specific its 
were traced fran the original study to the repli- 
cation. Five scale names were retainable. The 
majority of weight, judged by the magnatude of the 
eonparitive factor loadings, on these scales re- 
sulted from the same items. For example, scale 5 

from the original study was called "Delay ". It 
was named from the items, "I would seek medical 
treatment if pain was bothering for more than 
a week." This item had a factor loading of 
-0.853 in study I; it had the same loading in 
study II, although secondary items varied between 
the studies. In order to ditinguish between 
this scale and another scale from study II also 
emphasizing delay, the name of scale 5 was quali- 
fied to add "short- term ". The other scales retain- 
ing the same name and overall theme were:Toler- 
ance, Hindrance, Empathy, and Cognizance. 

c. The reining 4 factors were named as pre- 
viously. Names of the resulting scales and des- 
cription of the meaning of scores of all ten 
scales are given below. (High scores are described 
except for bi -polar factors which are presented 
in terms of both sides of the factor.) 

1. Medical utilization (includes original 
Inconsistency scale) - One should prompty seek 
medical care for pain although cost may be a fac- 
to considered. There is acknowledgement that sane 
social pain -causing conditions exist. Both exper- 
ience and defiinitional are included. 

2. Endurance - a high score indicates that 

pain has some ultimate meaning. If still neces- 
sary after attempting to Discover the meaning of 
pain, one should seek medical help. A low score 
indicates one should endure pain. 

3. Long -term delay ( includes original Defin- 

ition scale) - A low score indicated recognition 
of the existence of pain but no seeking medical 
advice unless forced. A high score does not as- 
sociate pain with misery. Presumably, therefore, 
the high scorer would not have to be force to seek 
medical care. 

4. Tolerance - Once one is in pain there is 
no escape, no toleration. Therefore, one attempts 
to avoid pain. 

5. Short -term delay - One should give pain a 

chance to go away by itself; then, if necessary, 
seek medical treatment. 

6. Stoicism -One does not complain when one 
is in pain. 

7. Hindrance - (includes the original Help- 

lessness Gca1e) -A low score indicates that pain 
is viewed as restrictive. High scorers believe 
that medical help is not necessarily sought for 
phisical pain nor is such pain found enjoyable. 
People are not the cause of pain. High scorers on 
this scale may present a sport -connected ideology 
whereby pain is viewed as a warning (which may 
not be heeded) to stay outof the game or practice. 
Trainer care (for male athletes at least) rather 
than medical care would be sought and the cause 
of pain would be physical rather than social. 
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(This scale will be expanded and hypotheses 
related to sports activity will be tested in a 
future study. ) 

8. Empathy - Pain is the physical sensation 
which presents absence on comfort. One can learn 
what pain is like by observation of others in 
pain. 

9. Intellectualization -Low scores indicate 
pain does not disrupt consentration. This may 
be related to pain tolerance itself, that is, a 
low score on the intellectualization factor may 
be related to high pain tolerance. "Your attit- 
ude toward pain can control the sensation to a 
large extent" is the meaning of high scores. 

10. Cognizance - Although pain is an emo- 
tional sensation, one tries ignore it's pre- 
sence. 

The naming procedure is essentially a straight- 
forward process. In attempting to determine 
stability, the process may be by the 
imposed condition to retain as many constructs 
and associated names as possible. There was an 
obvious lack of stability of factors with increa- 
sing sample size when stability is viewed through 
the naming procedure. 
Another possibility in assessing stability is 

to look at what percentage of variance is accoun- 
ted for by stable factors as compared to non- 
stable factors. The stable factors from study 
I accounted for 33.0% out of a total of 73.2% 
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for the twelve factors extracted. The stable fac- 
tors for study II accounted for 22.5% out of 
64.3 %. Thirty -five percent of the variance ac-; 
counted for by the ten factors extracted is 
attributable to stable factors, whereas the stab 
le factors represent 45.1% of the original 12 
factors accounted for in study I. The factors 
extracted first. in these factor analysis pro- 
cedures were less stable. Since they accounted 
for a greater percent of the variance, to the 
extent they were not replicated, the stable 
factors ration reported above will decrease. 

Obviously factor stability is a function of sam- 
ple size. How markedly will factors change if 
the study is repeated with a new population? 
With the number of factor analytic studies being 
done in educational psychology today, to what 
extent can we count on the conclusions drawn? 

Would these factors change again if once more 
data was collected on the same population? How 
stable would these factors be across populations? 
How many more items and subjects are needed for 
the joint conditions of stable constructs and 
reliable scales? These questions are still un- 
answered, leaving only a partial approach to 
the assessment of stability. Further research 
is necessary. 



CLUSTER ANALYSIS ON AGE PATTERNS OF FERTILITY 

Prem P. Talwar and Peter A. Lachenbruch, International Fertility Research Program 

1. Introduction 

The age -specific fertility rate curve, in 
general, is a bell- shaped, unimodal curve which 
first rises slowly and then sharply in the age 
group 15 -19, attains its modal value somewhere 
between ages 20 -29 and then declines, first slow- 
ly and then steeply, until it approaches zero 
around the age of 45 years. Its two dimensions 
are the area and the shape. The demographic term 
for the former dimension, area, is the total fer- 

tility rate or the completed family size, accord- 
ing to whether period data or cohort data are 
utilized for computation of such rates. The 
latter dimension, namely, the shape of the curve, 
may be termed the fertility pattern or the pat- 
tern of reproduction or the age pattern of fertil- 
ity. 

The shape of the age- specific fertility rate 

curve (subsequently referred to as ASFR) has 

several useful applications in demographic analy- 
sis (1,2,3,8). In a study of relationship be- 

tween different fertility indices, total fertil- 
ity rate has a one -to -one relationship with 
either crude birth rate or general fertility rate 
for a given age pattern of fertility (shape of 

the age- specific fertility rates). In comparing 
the levels of fertility at two time periods or 

between two or more populations, it may be nec- 

essary to control for differences in age patterns 

of fertility. Coale and Tye (2), in an attempt 

to explain differences in the levels of fertility 

in two ethnic groups in Singapore, had to consid- 

er fertility patterns of births. In population 
projections, where total number of births are 

needed for the future time periods, it may be 

essential to consider changes in the age pattern 
of fertility, especially in populations where 
fertility has shown decline. 

Despite the need for considering age pattern 
of fertility in demographic analysis, the only 
detailed study devoted to this topic is one by 

the United Nations (10). They noted the varia- 

tions in terms of two basic characteristics of the 

curves: the peak -fertility age group and the 
degree of concentration around this peak and 
determined some basic fertility patterns in which 
most of the populations belong. This study at- 

tempts to determine such basic fertility patterns 
by using more information from the individual 

curves. The goals of this study are: 

(1) to investigate the extent to 
which fertility patterns vary 
among populations, and 

(2) to investigate whether basic age 

patterns of fertility exist, and 

if so, what they are. 

2. Sources of Data 

The United Nations has compiled data on 

fertility rates specific for quinquennial age 
groups for 73 populations in and around the year 

1960. This study uses their data (10). The UN 

examined the data for various inaccuracies and 

adjusted for most of them. For 36 low- fertility 
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2/ 
populations (TFR < 4.12) , the numerator of the 
ASFR was derived from registration statistics on 
births by age of mother. It was divided by the 
official estimates of age -specific females popu- 
lation to get the fertility rates. The registra- 
tion statistics were reported to be complete in 
these countries except for Greece where under - 
registration was not extensive. The 37 high - 
fertility populations have TFR above 4.12 and 
their data are of satisfactory quality for the 

purposes of this study. Data of doubtful accuracy 
were omitted. 

For the present study the data on period 
ASFR's given in the UN publication were converted 

to age- specific relative fertility rates (ASRFR) 

by dividing them by the sum of all ASFRs (equal- 

izing the area for each fertility curve). In 
other words, if g dx is the area of ASFR curve 
between x and x +xdx , fx is defined as the pro- 

portion of the total fertility achieved in age x 

and x + dx and is obtained by making total area 
under the curve equal to unity. In mathematical 

notations 

g 
x 
dx 

f a 
a g dx 

w and w 
1 

the 
beginning and end 
ages of reproductive 
life 

which, in case the fertility rates are specific 
for five age groups, becomes 

5g 

f = a 
a 

5 g 

1 

This transformation was done in order to investi- 

gate primarily variations in fertility patterns or 

age patterns of fertility. In the further des- 

cription f will be referred to as age- specific 

relative fertility rates (ASRFR). 

3. Variations in Individual Fertility Patterns 

A large variation was observed in the indi- 

vidual age patterns of fertility. No two popu- 

lations had exactly the same pattern; though there 

are some similarities in the patterns among diff- 

erent populations. The mean relative fertility 

rates for the 73 populations under study are 8.4, 

26.7, 27.4, 19.5, 21.1, 4.8 and 1.0 and are aif- 

ferent from the relative fertility rates observed 

in individual populations. For instance, the mean 

relative fertility rate for the age group 15 -19,is 

8.4 compared to the individual population rates 

which range from 1.0 for Ireland to 21.4 for Gabon. 

The coefficients of variantion calculated for each 

age group reveal that groups 15 -19, 40 -44 and 45- 

49 have relatively larger variations. The larger 

variation in the earlier part of the reproductive 
life can be attributed to variations in the pat- 

terns of marriage and in patterns and incidence of 



illegitimacy among countries. That in th latter 

part is due to several biological and socio- 

cultural factors which affect termination of the 

reproductive life. 

The fertility pattern of a high -fertility 
country is likely to be different from that of a 

low- fertility country because both these groups of 

countries differ not only in their family size 
norms but also in the effects of biological and 
socio- cultural factors. Hence the first part of 
the study considered whether all 73 populations 
should be considered togbther or in sub -groups. 
For such study the populations were grouped into 
two sub -groups --those with TFR greater than 4.12 
and those with less than that. This grouping was 
adopted in view of the U.N. observation (10) that 
no other social or economic indicator separates 
countries so well into two groups as does the TFR 
level of 4.12. Step -wise discriminant analysis 
was adopted to obtain an equation which best dis- 
criminated fertility patterns of these two groups. 
A posterior classification was obtained on the 
basis of this equation. It was found that fertil- 

ity patterns of high -fertility countries are dif- 
ferent from those for low- fertility countries. 
The fertility pattern of a low- fertility popula- 
tion typically has lower relative fertility rates 
at ages 45 -49 and 15 -19 and higher relative 
fertility rates at ages 25 -29 and 20 -24. The 

typical fertility pattern for a low- fertility 
country is 7, 29, 30, 19, 11, 3.5 and 0.5 for 

seven quinquennial age groups as compared to 10, 

24, 24, 20, 14, 6 and 2 for a high -fertility. 
Since the fertility pattern for a high -fertility 
country is different than for a low- fertility 

country, the two groups were considered separately 
to determine basic age patterns for each. 

4. Approach to the Problem 

The United Nations attempted to determine 

basic age patterns on the basis of two character- 
istics of the curve: (1) modal fertility age 
group and (2) spread around the modal age group. 
We will use cluster analysis to apportion the 
total number of age patterns of fertility into the 

"best" number of homogeneous disjoint subsets(4). 

The average pattern of each subset is the basic 
age pattern for that group of countries. 

Cluster analysis identifies homogeneous 
classes or groups in a larger set of data (7). 

The first step in its use is to choose a similar- 

ity index which provides a measure of closeness 
between two units. Such an index is calculated 
for all pairs of units. In the second step clus- 

tering algorithm is used to form a few clusters 

so that the units in one cluster are more similar 

than those in different clusters. A "stopping 
rule" is ultimately needed to terminate the 
clustering process. The third step in the cluster 

analysis applicable in our case, is to choose the 

"best" set of clusters if there are more than one 
set of clusters formed by taking more than one 

similarity indexes. 

5. Cluster Analysis on Age Patterns of Fertility 

a. Similarity Index 
The indices of similarity were defined by 
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subtracting distances between the fertility 
patterns of two populations from the maximum 
possible distance. Two types of distances 
between populations i and j considered in this 
study are: 

= 
[ 

f f 

D. r(Fi - Fj)T(Fi Fj)1 

where T = Transpose of the matrix 
Column vector of relative fertility 
rates for seven quinquennial age 
groups for country i 

These distances were converted to measures of 
similarity by subtracting them from 

2 1002 +100 2 
The maximum distance between 

7 two fertility curves. 

Thus the similarity indices, for our analysis, 
were defined as 

s D - dij 

S D - Dij 

The first index considers the discrepancy in 
fertility pattern curves in each age group, 
while the second considers discrepancy in 
cumulative reproduction up to different age 
groups. In our analysis, we identified these 
similarity indices as those based on simple 
distance and on cumulated distance respective- 
ly. The clusters formed by these two similar- 
ity indices for low- fertility and high- fertil- 
ity countries are discussed separately. 

b.l Process of Cluster Formation 

The cluster formation process consisted of 
two parts. The first part calculated the 
(n x n) symmetric matrix S of similarity coef- 
ficients between every pair of units. The 
second part formed clusters by adopting agg- 
lomerative algorithm (4). Specifically, the 
cluster formation program proceeded in the 
following fashion: 

(1) Initially, the n units were considered 
to constitute n clusters. Each unit 
was designated by the subscript i 
(í = 1,2 n) 

(2) In the first step, the (n x n) symme- 
tric similarity matrix was scanned 
for the maximum value of Sij, i <j. 

We denote 
Max 

all i <j *(Sij) Sij 

Then S.. became the level of similari- 
ty at which clusters were formed at 
this step. 

(3) In case the 
coefficient 
(k = 1, 2 

units and 
then random 

value of the similarity 
between units i and k 

n; k j) or between 
k were tied with 
selection decided 



whether a cluster was formed by (i,j), 
(i,k) or (j,k) units. For this example, 
let us assume that the units i and 
clustered together. 

(4) The group which clustered (1,1)íh units 
together is represented by the ith unit 
(note: i < j)whose row and column ele- 
ments were replaced by those of 

Min (Sik, S.k); (k = 1,2,....n; # i or j) 

Elements corresponding to unit j were 
replaced by those of the nth unit. 
Thus each cluster was represented by a 
unit in the next step of the similarity 
matrix whose dimension was reduced by 
one. 

(5) The value of and various clusters 
and their constituent units were re- 
corded 

(6) Steps (2) to (5) were repeated until all 
the units were included in one cluster. 

This algorithm was used to form two sets 
of clusters from two indexes of similarity 
considered here. The two indexes are the 
simple distance and the cumulated distance be- 
tween two units. It was noted that the pro- 
cess of clusters formation was slower for the 
low- fertility counties for both these sets. 

This might be an indicator of more heterogen- 
eity in the fertility patterns among the low - 
fertility countries because of greater control 
on their reproductive lives. 

b. 'Stopping rules' for decision on the 
optimum number of clusters 

The clustering process started from the 
stage when each unit was an individual cluster 
to the last stage when all units formed one 
cluster. Some rule was needed to decide on 
the optimum number of 'homogeneous' clusters. 
One possible approach is to use distribution 
theory, although fully aware that it is not 
applicable in the usual statistical sense. This 
approach looks at some statistics of within - 
cluster and between -cluster variations at each 
step of the clustering process. Though these 
statistics are generally used to test the 
statistical significance, they were used here 
to study their changed pattern when the clus- 
tering process passes from one stage to the 
next. An abrupt change in the expected chang- 
ing pattern can be suggestive of a stopping 
stage. 

The statistics based on between clusters 
and within clusters variations considered but 
not pursued further were (1) those generally 
used in multivariate testing -- largest root, 
trace or the likelihood criterion, and (2) 

multivariate outlier test statistics, because 
of smaller number of units per cluster compared 
to the number of variates (six corresponding 
to seven quinquennial age groups). The other 
statistics computed at different stages of the 
clustering process and whose results were used 
to decide on the optimum number of clusters 
will be described here. The purpose of look- 
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ing at several statistics was to check the 
consistency in decision about the stopping 
stage since no one statistic appeared to be 
better than the other. Two types of measures 
were used: (1) statistics based on unweighted 
distance, and (2) statistics based on weighted 
distance. The word distance has been used 
here though analogy with univariate analysis 
of variance is very close. Like analysis of 
variance, total variance is being partitioned 
into within- cluster and between -clusters. The 
first type of measure is F -ratio test in the 
analysis of variance and the second measure is 
similar to the generalized D2 given by Rao(6). 

The measure based on unweighted distance 
at a step when there were clusters is de- 
fined as 

UD - (B/(g-1)) 
1 W/(n-g) 

where 
g 

W = overall within -cluster variance = Wk 
k =1 

and 

Wk within -cluster variance for kth cluster 
and is calculated as 

Ek(fk)- f-(k)) T(fk)- f(k)) 
- 

where f(k)= column vector for relatively fer- 
tility rates for seven age groups 
for country i which belongs to 
cluster k, and 

f(k) = column vector for mean relative 
fertility rates for seven age 
group in cluster k. 

T = transpose of the column vector, 
and 

nk number of countries in cluster k 

B = overall between -cluster variance calcula- 
ted as 

n 

Eg (f(k)-f()) nk 

where f(') = column vector for overall mean 
relative fertility rates for 
seven age groups. 

g = number of clusters in which n 
countries have been grouped with 
nl,n2 ...ng countries in each 

cluster 

n = total number of countries 

The measure based on weighted distance at a 
step when there are clusters is defined as 



where 

WD - 
1 

(g -1) (p -1) 

(k) nk (f f (S)(-?) ) ( f 
k=1 

and 
g 

(f. 
(k) (k) (k) (k) ) T S = 

w 
k=1 i-1 

n-g 

P = number of independent variates = 6 

in our case 

Obviously, the larger values of UD or WD 
would mean larger distance betweenlclusters 
and smaller distances within clusters. Thus 
larger values of these indices are preferred 
for the choice of stopping stage. 

, These two measures were calculated at each 
stage of the clustering process. It may be 
noticed that both these measures consider the 
number of clusters at each stage which is es- 
sential since these measures are calculated 
at different stages of the clustering process 
when there are different numbers of clusters. 
Tables 1 and 2 give values of UD1 and WD at 
different stages of the clustering process. 

Table 1 gives results for the case when 
the simple distance was taken as the similar- 
ity index and Table 2 when the cumulated dis- 
tance was used. In general the values of UD 

1 
and WD in Tables 1 and 2 decline with the de- 

cline in the number of clusters. But our 
choice of the "best" number of clusters was 
based on two desirable properties. First,the 
number of clusters should not be too large and 
secondly, the within clusters distance should 
not be too large (or between clusters dis- 
tance should be large)i.e. larger value of the 
indices were to be preferred. These two con- 
siderations suggest five clusters for the low - 
fertility countries from Table 1. Both UD1 and 
WD suggest a great increase in the within 
clusters variance compared to between clusters 
if one considers a choice of less than five 
clusters (sharp decrease in UD1 and WD). The 
choice has to be on eight clusters if the with- 
in clusters variance has to be further reduced. 
The same considerations suggest three clusters 
for the high -fertility countries in Table 1. 

In the case of Table 2, UD} suggests seven 
clusters for the developed countries but WD 
suggests six, although it seems that the value 
of WD remains stable from step 3 to 6 except 
for random fluctuations. Hence, the choice in 
this case was seven clusters for the low -fer- 
tility countries. For the high -fertility 
countries, the value of remains stable 
from steps 4 to 7, while that of WD is stable 
from steps 3 to 6 except for the random fluc- 
tuations. Hence, the choice was three clus- 

ters for the high- fertility countries. 
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In reality, there are only five clusters 
for the low- fertility countries based on Table 
2, since Japan and Ireland have unique fertil- 
ity patterns and form clusters of their own. 
The same argument suggests three clusters for 
the high -fertility countries in Table 1. The 
basic pattern for this cluster is obtained by 
averaging the fertility patterns of all popu- 
lations forming that particular cluster. Al- 
though some countries belong to the same clus- 
ter on the basis of the two similarity indices 
considered here, there are other countries 
which belong to different clusters if different 
similarity indices are used. 

c. The Choice of "best set of age patterns of 
fertility" 

The choice of the two similarity indices 
lead to the two sets of age patterns of fer- 
tility both for the low- fertility and the high - 
fertility countries. The next decision was to 
make a choice of the best set out of the two 
available. The first set based on simple dis- 
tance as a measure of similarity had five fer- 
tility patterns for the low- fertility and 
three for the high -fertility countries. The 
second set (based on cumulated distance as a 
matter of similarity) had seven fertility 
patterns for the low- fertility and three for 
the high fertility countries. 

The choice of the "best" set was based on 
statistical and demographic considerations. 
It was desired that the basic fertility pat- 
terns should be distinct. In other words, 

countries within a pattern (cluster) should be 
more homogeneous than those in different pat- 
terns. Hence the statistical considerations 
were based on smaller within -clusters distance 
or larger between -clusters distance. The 
demographic considerations required that the 
"best" set should cover extreme shapes of the 
age- specific relative fertility curves. The 

following paragraphs discuss the results of 
various statistical and demographic techniques 
utilized for investigations into the choice of 

the "best" set. A method based on ranks of 
the pair -wise distances was also used for this 

purpose. 

Step -wise discriminant analysis was used to 
study whether different fertility patterns with- 
in a set were distinct and non -overlapping. 
In Set I all low- fertility countries were cor- 
rectly classified in the three clusters; only 

one of the 37 high -fertility countries was 

misclassified; it had 0.45 posterior probabil- 
ity of belonging to the correct group. For 
Set II, all high- fertility countries were cor- 

rectly classified, but one of the low- fertility 

countries was misclassified with 0.37 proba- 
bility of correct classification. If the 

number of misclassified cases and their poster- 
ior probabilities are taken as an index of 

clear -cut and distinct fertility patterns in 

a set, then Set I seems to be slightly better 

by this analysis. 

A statistical test for outliers was used to 



determine whether all countries forming a 
cluster have come from some basic pattern. It 

provided a test for homogeneity of all fertil- 
ity patterns in a cluster. In its application, 
we have assumed that the basic distributional 
assumptions are fulfilled by our data. Wilks' 
(11) test for multivariate outliers was ap- 
plied to individual clusters within the two 
sets 4/. In Set I, no outliers were found. In 
Set II, there was one outlier. If the number 
of outliers is taken as an index of heterogen- 
eity of clusters, then this test, too, tends 
to favor Set I. 

Demographically, the fertility patterns 
should cover the extreme shapes since they have 
effect on the population birth rates and the 
growth rates. Stable population parameters 
were estimated for each fertility pattern with- 
in the different sets under consideration. It 

is found that the fertility patterns in Set I 

covered the larger range of the stable popu- 

lation parameters. 

The rank order of distances method con- 
siders all the (2)pair -wise distances between 
countries. The principle underlying this tech- 
nique is that two countries with shorter dis- 
tances between them are more likely to belong 
to the same cluster. That is, pair -wise dis- 

tances between units in the same cluster 
should be smaller than between those in diff- 

erent clusters. Let there be clusters CI, 

C2 Cgwith nI, n2 number of units 

g 
sucn that n nk. The total number of 

k =1 

pair -wise, within -cluster distances are given 
by 

N = (2l) + (22) + +(Zg) 

where N is less than (2) unless g = 1. 

Now if all (n) distances are ranked in an array 

of descending order then ideally, the last N 
distances should be from countries which be- 
long to same clusters. Operationally, all the 

n 
()distances were ranked in descending array; 

'S' was marked for distance between those 

countries both of which were in the same clus- 
ter and 'D' for those in the different, then 

the per cent of S's in the last N distances 
were taken as an index of distinct and clear - 

cut grouping in clusters within a set. The 

ideal value of this index is 100. This index 

was calculated for both the sets; Table 3 

shows the results for the developed and the 

developing countries. Set I shows the largest 
percentage of S's though they are far from the 
ideal value of 100 per cent. Thus this method 
also suggests Set I as the "best" choice. 

Different techniques adopted in the inves- 

tigation on the "best" set have generally 
shown results in favor of Set I. 

e. Results: 

The analysis discussed above shows that the 
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basic age patterns of fertility, i.e. percent 
of the total fertility rates accounted for by 
different quinquennial age groups, for the de- 
veloping countries are: 

Pattern I= UPI : 19.7, 24.1, 21.2, 16.6, 11.5, 
4.8, 2.2 

Pattern II= UP2: 12.0, 25.9, 24.1, 18.4, 12.6, 
5.4, 1.6 

Pattern III = UP3: 5.9, 21.7, 25.8, 22.2, 15.7, 
7.0, 1.6 

and those 
6/ 

for the developed countries are 
given as follows: 

Pattern I = DPI: 13.1, 37.9, 26.6, 13.6, 6.6, 
2.0, 0.2 

Pattern II = DP2: 6.5, 30.9, 30.4, 18.8, 9.7, 

3.3, 0.3 

Pattern III = DP3: 3.4, 23.4, 31.5, 22.6, 13.6, 

5.0, 0.6 

The subscripts 1,2 and 3 have been assigned 
with a view of suggesting typology to the basic 
fertility patterns. The patterns with subscripts 
l's (UP1 and DP1) had lower mean, median and 
modal ages at reproduction compared to the 
other subscripts in the same group(U or D). 

The results obtained by cluster analysis 
technique were confirmed when individual fer- 

tility patterns were graphically represented by 
(a) Parameters of a mathematical curve 

fitted to the fertility patterns(5), 
and 

(b) First two factors in scores in factor 

analysis on six -variate fertility pat- 
terns 

Different basic age patterns of fertility occu- 

pied different and non -overlapping sub -spaces 
and thus reinforced the fertility patterns ob- 

tained in our earlier analysis. 

6. Summary 

Age- specific fertility rate data for the per- 

iod around 1960 from 36 low- fertility and 37 high - 
fertility countries were converted to age- specific 

relative fertility rates by equalizing the area 
for each fertility curve. This was done primarily 
to investigate variations in fertility patterns. 

It was found that the fertility patterns for 

the high -fertility countries were different from 

those for the low- fertility countries. Thus these 

two groups of countries were considered separately 

in the investigation of the basic age patterns. 
A cluster analysis technique was utilized to de- 

termine a "reasonable" number of patterns. It 

was found that both the low- fertility countries, 

excluding Japan and Ireland, and the high- fertil- 

ity countries could be grouped into three basic 

patterns each. Their basic patterns, i.e. per- 

cent of the total fertility rates accounted for 

by different quinquennial age groups, are given 

in the paper. 



TABLE 1 

Some Descriptive Statistics Calculated at Different Steps, to 
Determine the Stopping Stage, of the Clustering Process with 
Simple Distance as the Similarity Index, for the Low -Fertility 
and the High -Fertility Countries 

Low -Fertility Countries High -Fertility Countries 

Number Number 
of Unweighted Weighted of 

Step Clusters Distancea Distancea Step Clusters 

(WD) 

Unweighted Weighted 
Distancea Distancea 

(WD) 

1 19 46.2 35.0 1 21 25.2 25.9 
2 11 45.2 24.1 2 11 17.4 13.4 
3 8 41.5 20.9 3 6 22.2 15.5 
4 6 36.7 19.5 4 3 28.1 23.1 
5 5 39.2 19.4 5 2 26.2 17.2 
6 3 20.6 9.1 
7 2 30.0 10.4 

aSee text for the definitions of these notations. 

TABLE 2 

Some Descriptive Statistics Calculated at Different Steps, to 

Determine the Stopping Stage, of the Clustering Process with 
Cumulated Distance As the Similarity Index, for the Low- Fertility 
and the High -Fertility Countries 

Low -Fertility Countries High Fertility Countries 

Step 

Number 
of 

Clusters 
Unweighted 
Distancea 

(UDI) 

Weighted 
Distancea 

(WD) 

Step 

Number 
of 

Clusters 
Unweighted 
Distancea 

(UD1) 

Weighted 
Distancea 

(WD) 

1 21 38.8 59.9 1 25 21.5 55.2 

2 13 36.3 54.6 2 12 18.9 24.4 

3 10 38.7 22.2 3 9 16.0 27.3 

4 8 38.8 27.5 4 6 24.8 34.5 

5 7 38.8 22.3 5 4 24.2 23.5 

6 6 26.8 22.7 6 3 21.4 27.5 

7 5 27.4 17.1 7 2 24.5 10.6 

8 4 26.7 11.9 

9 3 29.7 10.7 

10 2 27.8 9.5 

aSee text for the definitions of these notations. 
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TABLE 3 

Number of S's And D's in the Last N of the (2) Pair-Wise Ranked (Descending) 

Distances by Sets of Clusters, for the Low -Fertility and High Fertility Countries. 

Country Type Set No. 

Low -fertility N 
Percent S of total N 

High -fertility N 

Percent S of total N 

213 136 

81.2 72.1 

284 252 

75.7 65.9 

FOOTNOTES 

1/ This is a part of the first author's Ph.D. 
dissertation, which goes beyond what has 
been reported here. Various factors re- 
sponsible for differential fertility 
patterns have been studied. Many demo- 
graphic applications have also been shown. 

2/ The U.N. divides all 73 populations into 
two groups, those with GRR >2.0 and those 
with GRR < 2.0. We translated these 
into total fertility rates (TFR). 

3/ The cluster analysis program groups n 
units into a few clusters and the total 

variance into two components: between - 
clusters variation and within -clusters 
variation. Each successive step of the 

program tends to increase the within - 
clusters component (pooled within 
variance) and thus reduces the one cor- 
responding to the between -clusters vari- 
ation. 

4/ A cluster must have seven or more countries 
for this test to be applicable. 

5/ "U" stands for underdeveloped populations. 
Similarly "D: will be for the developed 
ones. 

6/ Japan and Ireland are omitted, since both 
of them have unique fertility patterns 
and form clusters of their own. Japan's 
unique fertility pattern is explained by 
a very high incidence of abortion. A 
very high age at marriage and a very 

high incidence of spinsterhood in Ireland 
is responsible for its unique fertility 
pattern. 
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QUALITY CONTROL OF COMPUTERIZED GEOGRAPHIC INFORMATION 

Kathryn Thomas, William C. Davie, John S. Linebarger 
Bureau of the Census 

A street map is a graphic representation of the 

physical features which can be found in our envi- 

ronment. Computerized information files have 
been developed which contain data and allow the 
user to associate this data to its specific geo- 
graphic location in much the same way the use of 
a map enables us to relate to our physical envi- 
ronment. Combined into one package, these 
planning tools, maps and computer files become an 
invaluable data reference source. A geographic 
base file, then, may be defined as a reference 
file designed to relate various types of factual 
data to their geographical location. 

In conjunction with the 1970 Census of Population 
and Housing, the Census Bureau began developing a 
system whereby a computer could pinpoint the lo- 

cation of a specific address in relation to other 
addresses, its street location, and so forth. 

This system -- called the Geographic Base (DIME) 

File, or "GBF /DIME" -- provided a fast and ac- 
curate means of locating addresses to their 

geography. 

The Bureau's Geographic Base File System, cur- 

rently undergoing expansion to include most major 
metropolitan areas, was developed jointly by the 
Bureau of the Census and local area governments 
and /or planning organizations. The technique for 

creating the Geographic Base File is a method of 
translating geographic information such as street 
names and address ranges from maps and other 

source materials into a form which can be read by 

a computer. 

The GBF /DIME File is composed of segment records. 
A segment is defined as a length of a street or 

other feature between two distinct vertices, or 
nodes. Other features include imaginary lines 

defining political or other boundaries; topologi- 

cal features such as rivers and shorelines; other 
physical map features such as railroad tracks; 
and any other feature defining a boundary. Nodes 

are points where features begin, end, intersect, 

or curve sharply. The Geographic Base File in- 
corporates the DIME (Dual Independent Map En- 

coding) feature, which gives an identification 
number at each end of a segment and includes both 

sides of the street in a single record. Using 
the node identifications, it is possible to link 
records together to form a single block. This 

feature helps in identifying inconsistencies in 

the information, such as when the computer cannot 
identify all segments bounding a block. Edits 

have been formulated to detect such errors. The 

Bureau provides these edits to local agencies so 

that the inconsistencies in a file can be elimi- 

nated to help improve the file's accuracy. 

In order for the file to remain useful over time, 

the Bureau recommends that local agencies have a 

regular program for updating and maintenance. 
The Bureau of the Census has established the CUE 

program -- a nationwide, standardized approach to 
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the Correction, Update, and Extension of the Geo- 
graphic Base File /Dual Independent Map Encoding 
(GBF /DIME) System. The Bureau provides local 
agencies with clerical procedures, processing 
methodology, and the computer programs necessary 
to carry out the CUE operations. 

Currently, no formal quality control program 
exists for the CUE operation, although such a 
program presently is being tested as a result of 
recent research discussed in this paper. The 
Bureau has relied heavily on the local areas to 
do a high -quality job and on various computer 
edits to uncover inconsistencies in the file. A 
formal QC program to evaluate available local 
reference materials does exist for areas initial- 
ly setting up a file, but no quality checks are 
done after the initial reference material evalu- 
ation to insure continued updating and high - 
quality output by every local area. 

The purpose of this paper is to discuss the eval- 
uation studies that were undertaken in a few 
selected areas to determine the adequacy of the 
creation and correction plans currently in use 
and to determine whether there was a need for 
quality control plans for the CUE operation. One 
site, City A, was chosen for a study to identify 
phases of the operation where quality control 
procedures are needed in the "create" portion of 
the GBF /DIME System program. In order to iden- 
tify particular phases of the operation where 
quality control procedures were needed in the CUE 
program, a separate evaluation was conducted in a 

different city, City B. Based on these studies, 
recommendations on quality control requirements 
were made. 

City A Evaluation 1/ 

The evaluation of the "create" portion of the 
GBF /DIME System file was designed with two dis- 

tinct objectives in mind. One of these was to 
evaluate the quality of current local reference 
materials and to verify the blockside error rate 
estimated from the quality control procedures 
used in "creating" the file in April of 1974. 
The procedures employed and analysis of resultant 
data from this portion of the evaluation study 
are described below. Further objectives of this 
geographic evaluation were to compute a segment 
error rate and an address error rate for the cur- 
rently existing City A GBF /DIME System file. 

These results and a description of the methods 
employed in obtaining them are also described in 
this document. 

]/ It should be noted that evaluation in only 
one area is inadequate to conclude about the 
quality of reference materials in all areas. 
However, this evaluation did produce informa- 

tion that was helpful in planning the QC 
program. Later evaluations from applications 
in different areas will give more adequate 
readings on the quality of reference materials. 



Evaluation of Local Reference Materials in City A 

The study consisted of systematically selecting 
(following a random start) a 1 -in -40 sample of 
blocks from a listing of all blocks in City A. 
This sample was the identical sample of blocks 
used in evaluating the quality of local reference 
materials during the creation of that particular 
GBF /DIME System File in 1974. 

The reference materials were assigned one block - 
side error whenever one or more address units 
existing on the blockside could not be located on 
that blockside via the 1975 reference materials. 
The results of checking 42 sample blocks con- 
taining 175 blocksides yielded a blockside error 
rate of 2.9 percent with 95 percent confidence 
limits of 0.3 -5.5 percent. No comparison was made 
to the GBF /DIME System file. 

Five blocksides were found to differ when com- 
paring the findings on the ground with the set of 
1975 reference materials. Four of the errors were 
lower and /or higher addresses found on the ground 
than shown in the reference material. The fifth 
error was a blockside having odd -even street 
numbers reversed as to the side of the street on 
which they were located. 

Table Al below shows the distribution of the 
sample and error rates for each of the 10 map 
sheets for City A. Confidence limits in the table 
were based on the binomial probabilities assuming 
simple random sampling. When consideration was 
given to the cluster effect, similar estimates 
were obtained. The intraclass correlation2/ was 
calculated at -0.023, indicating that there was 
little clustering of errors within a block. 

Based on this evaluation, the overall quality of 
the reference materials was assessed as adequate 
for use as a source for creating a GBF /DIME System 
file. However, as indicated in Table Al, the var- 
iation on the quality of the materials by map 
sheet could be large. Therefore, it was concluded 
that, while the 1 -in -40 block sample may be a good 
means of evaluating overall reference materials, 
the sample is much too small and spread too thinly 
to produce good estimates of the quality of the 
reference materials for a particular map sheet. 

Computation of Segment and Addressable Unit Error 

Rates 

A sample was selected from the City A GBF /DIME 
System file (file after edit dated September 1974); 

resulting from the CREATE phase of the GBF /DIME 

System program. The Metropolitan Map Series were 
used to locate the sample segments in the field. 

A team of two persons located each segment on the 
ground verifying the name with street signs, along 

with the names of intersecting streets. High and 

low addresses were recorded for both sides of the 

segment; the total number of addresses contained 
in the segment (both sides of the street) were 
noted; odd and even address placement was 

Deming, William Edward, "Some Theory of 
Sampling," p. 203. 
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verified; "out of sequence" addresses and ad- 

dresses falling outside the file range were 

documented. Persons in the field had access to 

the file data, so reconciliation of any differ- 

ences was conducted at the same time as the 

original field check. Therefore, all results in 

this report are after field reconciliation. 

After removal of non - street features and inacces- 

sible segments from the sample, there were 280 

sample segments. From these it is estimated that 

18.6 percent of the segments in the GBF /DIME Sys- 

tem file were in error. The 95 percent confidence 

limits of this estimate are 14.0 and 23.2 percent. 

Sixty percent of the segment errors (projected at 

11.1 percent of the total file) were critical 

errors; the remaining 40 percent of the segment 

errors (projected at 7.5 percent of the total 

file) were non -critical errors.' "critical" 

error is defined as one that would cause an in- 

coming address to be coded to the wrong geographic 

area, i.e., block or Census tract. A "non- 

critical" error segment is defined as one which 

has an error in the file but which will not re- 

sult in miscoding of addresses to an incorrect 

geographic area. 

TABLE Al 

Sample and Error Distribution by Map 

Map No. No. of 
Blocks 

No. of 
Block- 
sides 

Block- 

sides 
in 
Error 

Block- 

side 
Error 
Rate 

95 

Confi- 
dence 
Limits 

(%) 

TOTALS 42 175 5 2.9 0.3, 5.5 

1 2 9 1 11.1 0.0,35.5 
2 - - - - - 

3 1 4 - - 0.0,60.3 

3NW 10 42 2 4.8 1.7, 7.9 

3SW 8 32 1 3.1 0.2, 6.0 

4 3 12 - - 0.0,26.5 

4NE 14 60 - - 0.0, 6.0' 

4SE 3 12 - - 0.0,26.5' 
5 1 4 1 25.0 0.0,68.4 
6 - - - - - 

*Constructed by using the binomial distribution 
for computation of confidence limits. See Hansen, 

Hurwitz and Madow, "Sample Survey Methods and 

Theory," Vol. 1, pp. 135 -136. 

About 23 percent of the critical errors fell in 

the category "lower and /or higher addresses in 

segment on the ground than allowed for in the 

file." Another 26 percent of the critical errors 

were an "odd-even anomaly;" that means that at 

least one but not necessarily all of the addresses 

in the segment were on the wrong side of the 

segment (i.e., an odd address on the even side of 

a street or vice versa). It should be noted that 

the quality control plans that were in existence 



for the CREATE phase would not necessarily detect 
an error of the latter type. A breakdown of all 
critical errors is contained in Table A2. 

TABLE A2 

Critical Errors and Non -Critical Errors 

In addition to naming the errors, a code for the possible sources of 
the errors are shown in this table. The sources listed are the best explana- 
tion for probable causes of the errors; however, no evidence is available to 
substantiate or refute these reasons. 

Error Type 
Number of 
Segments 
in Error 

Percent 
of All 
Critical/ 
Non -Critical 
Errors 

Percent 
of 

File 

Possible 
Source of 
Error. 

Total Errors 52 18.6 

Total Critical Errors 31 100.0 11.1 

1. Odd -Even Sides Reversed 2 6.5 0.7 1, 2, 3 

2. Incorrect Block Number 2 6.5 0.7 2, 3 

3. Different Address Range 
on Ground than in File 3 9.7 1.1 1 

4. Incorrect or Illegal 
Place Code Number 3 9.7 1.1 2, 3 

5. Lower and /or Higher 
Address in Segment 
Than File Allows 7 22.6 2.5 1 

6. Incorrect Feature Name 2 6.5 0.7 1, 2 

7. Two or More Segments on 
Ground; One in File 3 9.7 1.1 1 

8. Odd Anomaly 8 25.8 2.9 1, 2, 3 

9. Improper Placement of 
Corporate Boundary 1 3.2 0.4 1, 2, 3 

Total Non -Critical Errors 21 100.0 7.5 

1. Paper Streets (exist on 
Map and in File, but not 
on the Ground) 18 85.7 6.4 1 

2. Two or More Segments in 
File, One on Ground 1 4.8 0.4 1 

3. Zero Addresses in File, 
Numbered Addresses on 
Ground 1 4.8 0.4 1 

4. Duplicate Node Numbers 1 4.8 0.4 1, 2 

1 Source Materials or Improper Use of Them 
2 Clerical or Transcription Error 
3 Keying/Card Punching Error 

Of the non -critical errors, 86 percent were those 
where the GBF /DIME file indicated that a segment 
existed, but the segment did not exist on the 
ground. These are referred to as paper streets 
and are usually a utility right -of -way, footpath, 

a street not yet built, or a yard (with no room 
to put a street). Other non -critical errors are 
detailed in Table A2. Non -critical errors would 
not cause an incoming address to be coded to the 
wrong geographic area. 

Speculating on probable causes of the errors, 
faulty reference materials might first come to 
mind. However, the first part of this report in- 
dicates that the reference materials are of 
acceptable quality; therefore, wrong interpreta- 
tion of good source materials is a probable 
source of error. Also, clerical and transcrip- 

tion errors may have added to the problem. 

In each segment the number of individual units 
were counted and the addressable unit error rate 
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for City A was calculated to be 5.3 percent. 
The 95 percent confidence limits of this estimate 
are 2.0 and 8.7 percent. These limits are based 
on cluster sampling techniques since the selected 
sampling unit was a segment and addressable units 
are clustered within the segments.3/ The percent- 
age of addressable units in the sample which would 
be miscoded to the wrong geographic area was 3.1 
percent with 95 percent confidence limits 0.6, 
5.6. An additional 2.2 percent (95 percent con- 
fidence limits of 0.2, 4.3) of the addresses 
would not be coded by the file. In an actual 
Census operation, these would be identified, 
field- checked and a code would be assigned 
manually. 

The addressable unit error rates by map sheet 
range from zero (95 percent confidence limits 
0.0, 60.2) to 23.5 percent (95 percent confidence 
limits 0.0, 55.8) -- the confidence intervals are 
too wide to distinguish among the map sheet error 
rates. An error does not necessarily cause all 
addressable units within a segment to be miscoded 
or no- coded. Some of the addressable units may 
still be coded to the correct geographic area, 
even though an error has been made in the segment. 

The intraclass correlation coefficient for clus- 
tered addressable units within segments was calcu- 
lated to be 0.69. This is a strong indication 
that errors are clustered within segments; i.e., 
if an error affects one addressable unit within a 
segment, it is likely to affect more of the ad- 
dressable units within that segment. 

The intraclass correlation was calculated (from 
Hansen, Hurwitz, and Madow4 /) using the formula 
for an estimate of the intraclass correlation co- 
efficient from a sample, made in terms of the 
variances between and within ultimate clusters. 
Segments which contained no addressable units 
were eliminated from the calculations; also, those 
segments with only one addressable unit were 

eliminated from this calculation since by defini- 
tion these cases do not apply. 

The City A file was the CREATE file and had not 
undergone the CUE program. Several cycles 
through correction and update would be expected 
to improve the quality of the existing file. 

City B Evaluation 

Before a QC plan could be devised a decision was 
required as to what acceptable quality was in 
terms of a local GBF /DIME file. Cities that used 
such a file locally would probably need less 
stringent verification than those that do not use 

3/ Cochran, William G., "Sampling Techniques," 
John Wiley Sons, Inc., Formula (3.26), 

p. 65. 

4/ Hansen, Morris H., William N. Hurwitz, and 
William G. Madow, Sample Survey Methods and 
Theory, Vol. I: Methods and Applications, 
p. 266. 



their files, simply because they would be more 
likely to discover and correct any errors them- 
selves. City B was selected for evaluation 
solely because it was further into the CUE 
program than most other places. City B should 
not be considered as representative of all cities 
in the program, but merely a city that was sel- 
ected as a means of obtaining some insight into 
the type of problems a city faces in keeping a 
GBF /DIME file updated and to evaluate the 
findings with the objective of obtaining a 
realistic picture of the quality control needs 
of a CUE program. 

In November 1974, a group of 12 field representa- 
tives were sent into City B to obtain geographic 
information for a sample of about 2,000 street 
segments that were contained in the GBF /DIME 
System file for City B. These sample segments 
were each checked on the ground by field person- 
nel and selected address information was obtained 
independent of the files. These field data were 
then compared to the current City B GBF /DIME 
System file as it existed at the time of the 
study. Subsequently, a field reconciliation was 
made for all segments where a difference existed 
between the GBF /DIME System files and the ground. 

The evaluation study entailed the matching of two 
Geographic Base (DIME) System files -- (1) the 

one prior to the initiation of the CUE program in 
City B, and (2) the current GBF /DIME System file 
updated to January 1, 1974. The match was based 
on a unique six -digit serial number for each seg- 
ment record. The matched records were then 
compared for exactness. 

The current GBF /DIME System file contained ap- 
proximately 32,000 street and 6,0005/ non -street 
segments. Each street and non -street record was 
sorted into one of the following classes, based 
on their status in the two files cited above: 
(1) Changes, (2) No Changes, (3) Additions, 
(4) Deletions. The first two classes were com- 
prised of records which matched on serial number 
and contained discrepant geographic information 
(1) or identical geographic information (2). 

Unmatched records in the January 1974 file com- 
prised class (3), while class (4) consisted of un- 
matched records in the original file. The first 

output was a count of the number of records for 
each sorted class with a subsequent systematic 

random sample of segments selected from each of 
the four strata. 

A systematic sample of 1,900 segments was 
selected in order to analyze the data with an 
adequate degree of confidence. A variable 

5/ All error rates shown in this report are 

calculated with a base of 39,288 street 
and non -street segments. Non - street 
segments including railroad tracks, etc., 
were not included in the sample as they would 
not contribute to the error rate. However, 

corporate boundaries were field- verified and 
would contribute to the error rate. Overall, 
the error rates shown may be underestimates 
of error rates which are based on a check of 
all segments. 
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sampling rate was used for each of the four 

classes to assure adequate representation in each 

class. The first three classes were selected 
from the January 1974 file and the fourth class, 
Deletions, was selected from the first file prior 

to the initiation of the CUE program. 

The total sample was comprised of 1,974 coded 
segments spread over the four classes as follows: 

Class 
# of 

Cases 

Sampling 
Fraction 

Changes (same serial number, but 849 1/27 

some difference in record) 

No Changes (no difference in the 
two files) 

357 1/27 

Additions (not in the file prior 
to CUE) and 

572 1 /10 

Deletions (not in the file 

following Update) 
196 1/4 

1,974 

The following table shows the distributions of 

the updated City B file over the above four 

classes (first column) and the segment error rate 

for each portion of the file over the same four 

classes (second column): 

Class Distribution of 
Updated City B File 

(%) 

Changes 58.2 

No Changes 25.0 

Additions 14.8 

Deletions (from 2.0 

pre -CUE file) 

Segment Error 
Rate 

(%) 

20.1 

14.0 

18.9 
7.1 

The weighted overall segment error rate for City 

B was derived by weighting each of the above 

four classes by the inverse of their sampling 

fraction. These calculations resulted in a 

weighted segment error rate for City B of 18.1 

percent (see attached Table B1). The 2 -sigma 

limits on this estimate are 16.3 and 20.1 per - 

cent.6/ 

One portion of the CUE process is the application 

of computer edits for checking parity of address 

ranges, bounding a block, and address -range com- 

pleteness. An evaluation of the effectiveness of 

these edits showed that they had caused a reduc- 

tion in the overall segment error rate from 21 

percent to the 18.1 percent level. 

More than three - fourths of the file errors were 

classified as "critical" errors. The remaining 

errors were classified as "non- critical" errors 
(See Table Bl attached.) The weighted "critical" 

error rate is 15.1 percent. The weighted "non- 

critical" error rate is 3.0 percent. A "critical" 

error is defined as one that would cause an in- 

coming address to be coded to the wrong geographic 

area, i.e., block, tract, place or MCD. A "non- 

critical" error is defined as one that will not 

6/ Cochran, William G., "Sampling Techniques," 
John Wiley Sons, Inc., Formula (5.43), 

p. 106. 



cause miscoding of addresses to a geographic area. 
The major category accounting for about 50 percent 
of the "critical" errors was defined as a smaller 
and /or larger address found existing on the ground 
than allowed for in the files. The major category 
of "non -critical" errors was defined as a segment 
with no addresses in the file and numbered ad- 
dresses on the ground, accounting for about one - 
third of the total "non- critical" errors. This 

type of error was classified as non- critical since 
it would not cause an incoming address to be 
coded to the wrong geographic area. This error 
type would initially result in no coding. How- 

ever, in a census, the item would be identified 
by the computer as a problem, followed up in the 
field, and a code eventually assigned. 

The range of error rates by map sheet for City B 
areas is a low of 9.7 percent in the northeast to 
a high of 30.2 percent in the southwest. The 
error rates for the central part of City B (Maps 

7, 7NE, 7NW) are somewhat lower than the areas 
surrounding the central city. The highest error 
rates appear in the west and southwest sections 
of the city (Maps 5, 6, 10 and 11). This distri- 

bution pattern of error rates was expected since 
the central city areas are usually more stable 
and more systematically arranged than the 
suburban areas. 

The corrective process for CUE has an error as- 
sociated with it. The "Change" category makes up 
the largest part of the City B file (about 3/5 of 
the file) and had the largest error rate (both 

number of errors and percent of total errors) 
among the four strata, Changes, No Changes, 
Additions and Deletions. Because the "Change" 
category is a significant part of the total City 
B file, further analysis was done to determine 
the extent to which a change occurred and either 
corrected the error or did not correct the error. 

Table B3 below shows the source of errors (com- 
bined critical and non -critical) for the "change" 
category as an aid to determining whether an 
existing error was corrected (77.0 percent of 
849) or was left uncorrected by the change 
action (11.3 percent of 849), whether the change 
replaced one error with another (9.3 percent of 
849) or whether the change caused an error to a 
previously correct record (2.4 percent of 849). 

In column 4, a count is given by map of those 
segments for which a change was made to a portion 
of the segment but did not affect the error; that 
is, the error was present in the original file 
(dated 1971) and remains after the change (49.2 

percent of the 195 errors). 

In column 5, a count is given of those segments 
for which changes were made to the error portion 

of, the record. However, an error remains fol- 

lowing the change (40.5 percent of 195 errors). 

Column 6 gives the count of those segments for 
which the change created an error. The portion 
of the segment which is now in error was correct 
in the original file (10.3 percent of 195 errors). 
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TABLE B3 

Status of Error Changes Made to the "Changes" 

H 

Error Exists After Change 

H 

H 

U 
H H o 

b0 H 

.g 
a 

o 

b0 

(1) (2) (3) (4) (5) (6) 

Total, 849 654 96 79 20 

1 28 25 2 1 

2 113 81 23 8 1 

3 31 25 3 1 2 

4 150 119 9 18 4 

5 52 33 7 12 

6 81 49 14 11 7 

7 44 36 3 5 

7NW 137 116 12 8 1 

7NE 80 71 4 4 1 

8 66 50 8 6 2 

9 13 9 2 2 

10 31 24 4 2 1 

11 23 16 5 2 

*There was a total of 849 segment records in the 
'Change" category, of which 195 were in error 
prior to the review of Topological and Address 
Range Edits. 

An attempt was made to estimate the address error 
rate for the City B GBF /DIME System file. All 
segments that contained "critical" errors were 
reviewed and an estimate of the number of error 
addresses was derived. For those segments where 
a larger and /or smaller address existed on the 
ground in the sample segment than allowed for by 
the file, one address was assumed as the minimum 
number of address errors and a maximum was derived 
by taking the difference between the actual and 
the allowable (file) addresses and dividing by 
two. (Example -- if the first address of one 
sample segment on the ground was 93, and the low 
address in the file for the segment was 99, the 
difference of six was divided by two and the re- 
sulting three addresses were considered to be in 
error -- 93, 95, and 97). 

When an entire segment would have been miscoded -- 

awrong block number or wrong MCD /Place was in 
the file -- eight addresses were assumed to be in 
error (eight addresses as the average per segment 
was derived from the estimated total number of 
addresses in City B divided by the number of 
street segments in the City B file). Using these 
methods, the range for the address error rate for 
the City B GBF /DIME System is estimated to be 8 

percent to 21 percent. 

The GBF /DIME System file for the City B SMSA had 
an overall segment error rate of 18 percent at 
the completion of the first update cycle. Further 



updates, using reference material of current 

quality and with continued acceptable quality on 
manual coding operations, should result in a 

segment critical error rate of about 10 percent. 
This estimate is derived, based on the assumption 
that the computer edits would effectively locate 
and identify errors for clerical correction. 
Reference material quality and the quality of the 
resultant GBF /DIME System is not inconsistent 
with quality levels achieved in the 1970 Census 
of Population for similar processes. 

On -site investigation and review of sample in- 
formation indicate that manual coding operations 
are of acceptable quality and that the designed 
edit operations of the CUE program are well - 
conceived and adequate for purposes of detecting 
file inconsistencies. An area which could be 
improved through careful quality control pro- 
cesses is the reference or source material 
used in the CUE operations. Overall, based on a 
small sample, the reference material for the 
City B area is estimated to have an 8.5 percent 
segment error rate, and it is felt that a 

feasible goal would be to achieve an average 
outgoing quality limit of 5 percent for refer- 
ences and sources. A quality control plan for 
this purpose, and incorporating further checks 
on manual processes, is now under development. 

CONCLUSIONS 

1. The reference material used in the creation 
of the City A file is of acceptable quality 
based on the quality control evaluation and 
verified by this study using a similar set 
of reference materials updated to 1975. 

2. The 1 -in -40 block quality control sample is 
sufficient for an overall estimate of the 
quality of reference material for a large 
area. However, it is too small a sample and 
spread too thinly to provide error rates on 
a map sheet or smaller area basis. 

3. Based on the estimated 18.1 percent segment 
error rate in City B, a quality control pro- 
gram is needed for the GBF /DIME System 
CUE operation. 

RECOMMENDATIONS 

Based on the findings of the evaluation studies, 
the following recommendations were made: 

1. While the 1 -in -40 block sample is adequate 
for overall error rate estimates, it is 

recommended that a larger sample, such as 

that used in the procedures recommended for 
CUE, be selected to provide detailed error 
rates by map sheet. Based on the City B 
experience, the variability of error rates 
between map sheets may be great. Thus, an 

area might be acceptable from an overall 
determination of the error rate, but one or 
more map sheets or small areas might not be 
acceptable when individual map sheet or 
small area error rates are known. 
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2. When possible, use the same type of quality 

control plans for CREATE as for CUE. 

3. More attention must be given to the clerical 

and keying operations, since even with good 
reference materials, a high ultimate error 
rate can occur in GBF /DIME. It is suspected 
that the 1 -in -40 block sample is too small to 
quality check on individual coders -- similar 
to "by map" problem. 

As a result of the recommendations based on these 
evaluation studies, a set of quality control 
plans for the creation, correction, update and 

extension of the GBF /DIME System file has been 
proposed and is currently being tested in several 
areas. Results of these tests will be documented, 

and based on these results, quality control plans 
will be designed for use in all'areas in the CUE 

program. 
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Table 51 

City B CUE Evaluation 

Weighted Breakdown of Source of Errors by Type of Error 

Error Type 

(1) 

Estimated 
Number of 
Segments 
with Errors 

(2) 

Percent 
of 

Total 
Errors 

(3) 

Percent 
of 

Total 
Pile 

4) 
All Errors 87.3 18.1 

Non -Critical Errors 1188 14.6 3.0 

Critical Errors 72.7 

Source Materials 3978 48.8 10.2 

1. Smaller and/or larger 
addresses in segment 
than file allows 3658 44.9 9.3 

2. Wrong Address Range 101 1.2 0.3 
3. 2 segments on ground, 

1 segment in file 219 2.7 0.6 
Cleric 

(Transcription, Keying, 
Card Punching) 18.1 

1. Wrong block No. 1058 13.0 2.7 

2. Wrong MCD /Place 336 4.1 0.9 

Wrong Tract No. 81 1.0 0.2 

Combination of Source 
Materials and Clerical/Computer 

1. Odd -even sides reversed 462 5.7 1.2 



STATISTICAL ANALYSIS OF VARIABLES WITH SHARED TERMS 

Havens C. Tipps U.S. Commission on Civil Rights 

A potential problem with Pearsonian correlation 
coefficients has been recognized almost since 
the development of the coefficient itself. 
This paper describes the results of experimental 
tests of this statistical problem which has been 
causing concern and distress among a sizeable 
number of researchers. The problem arises most 
often when variables are created through making 
ratios, proportions and various kinds of indexes. 
It has been maintained that when certain types 
of pairs of numbers with common terms are corre- 
lated, statistics are produced which are 
spurious, misleading, or in other ways inappro- 
priate. If the problem is as severe as some 

have asserted, a significant part of our empiri- 
cal findings are suspect. This paper examines 
the nature of the problem and provides evidence 
that the problem is indeed worth stressing under 
certain limited conditions. 

The pairs of variables below illustrate 
some of the types of combinations which have 
been described as problematic Pearsonian corre- 
lation coefficients: 
1. Organizational size with administrative inten- 
sity: 
(administrators plus non -administrators) 

correlated with 
(administrators /admin plus non -admin.) or: 

(organization size) 
correlated with 

(administrators /organizational size) 
2. Population size with suicide rate: 
(population) 

correlated with 
(number of suicides /population) or: 

(suicides plus non -suicides) 
correlated with 

(suicides /suicides plus non -suicides) 
3. Percent black with population density: 
(blacks /population) 

correlated with 
(population /area) 
4. Population size with growth: 
(population at time 1) 

correlated with 
(population at time 2) or: 

(population at time 1) 
correlated with 

(population at time 1 plus change) 
5.Proportion nonwhite with education index: 
(nonwhites /population) 

correlated with 
(those with some college /population) 
6. Social origin with social mobility: 
(father's status) 

correlated with 
(son's status - father's status) 
Needless to say, we are talking about types of 

variables and types of relationships which are 
very important to social scientists. In each of 
those pairs of variables numerical terms from one 
variable are duplicated in the other. In some 
situations this factor has been described as 
having the variables "definitionally dependent" 
on each other so that it is virtually assured 
that a non -zero correlation will be found between 
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the two variables. The issues for this study 
are the extent to which the shared terms in- 
fluence the value of the correlation coeffi- 
cients and the meaning of this influence (if 

any) for actual researchers correlating variables 
with shared terms. 

In the past few years interest in this pro- 
blem has spread as with the publication of 
several important and often misinterpreted arti- 
cles. The problem has also been exteided to 
path coefficients by Karl Schuessler.L This 

project actually started with an article by 
Freeman and Kronenfeld (2) that bothered me and 
renewed a debate on the issue between myself and 
some colleagues. The article was titled 
"Problems of Definitional Dependency: The Case 
of Administrative Intensity." Freeman and 
Kronenfeld focused on a particular research pro- 
blem in the study of organizations which in- 

volved the problematic condition of correlating 
variables with shared terms. 

The interesting and theoretically important 

variable at the center of the Freeman and 
Kronenfeld analysis is the composition of organi- 
zations in terms of the administrative and pro- 
ductive components. Some organizations have a 

relatively large administrative component and 
some have a relatively small administrative com- 
ponent. A key theoretical issue involving this 
variable is the relationship between the organi- 
zations size and the administrative component. 
There are reasons to believe that as organi- 

zations get larger the proportion of the workers 
who hold administrative positions systematically 
changes. With the advancement of work in this 
area different patterns will probably be dis- 

covered for different types of organizations. 

Freeman and Kronenfeld noted that many 

researchers have found a negative relationship 
indicating that the larger organizations have a 

smaller proportion of the work force holding 
administrative positions. The statistical con- 
cern of the authors is over the fact that the 

correlation of the size of an organization with 

the proportion of those workers who are in admin- 
istrative positions involves the issue of 
"definitional dependency" as the authors call it. 

The correlation is between (x+y), with "x" being 

the administrative and "y" being the non- adminis- 

trative workers, and either (x /y) or (x /x+y) de- 

pending on the method of measuring the adminis- 
trative variable as a ratio or a proportion. 

Through a mathematical demonstration they 

conclude that the reason why almost all data from 

research on this question exhibit an "exponen- 

tially shaped decreasing pattern," is that "this 

pattern is primarily the result of the coordinate 
transformation, and not because of any inherent 

relationship between x and y." (p. 112) 

I had a difficult time accepting the impli- 

cation of a correlation such as this being due to 
definitional dependence. There are just too many 
studies in the literature and especially in 

unpublished work where the correlations are zero 
and near zero under similar conditions to be 

easily convinced that there is a definitional 



dependence when a unit's size is correlated with 

a proportion or rate based on the unit's size. 
The field of urban sociology seems filled with 
near zero correlations of that type. My two 
primary concerns were to provide experimental 
evidence concerning the extent and nature of the 
problem and to emphasize the limited applicabil- 
ity of the problem. 

To create experimental conditions approxi- 
mating the problematic situation data sets were 
randomly generated so variables could be created 
fitting the required specifications. The IBM 
Fortran Scientific Subroutine Package, using the 

GAUSS subroutine, was used to generate 100 data 
sets of 50 observations for each of three vari- 
ables (X,Y, and Z). The generation process pro- 
duces a normally distributed random number for 
each request with a given mean and standard 
deviation. In this case the mean used was 500 
and the standard deviation was 125. The ratios, 
sums, and differences were then calculated and 
correlated for each of the 100 data sets. 

Table 1 provides some of the statistics 
calculated from the 100 correlations produced 
for each type of relationship. Although 100 
statistics (correlation coefficients in this 
case) is clearly not enough to generate a sam- 
pling distribution it seems to be a large enough 
sample of samples to reach some important con- 

clusions about some of the problematic corre- 
lations. It is ample, it seems, to demonstrate 
that there is indeed a "problem" with some of the 

coefficients and the problem is numerically sub- 
stantial. Equally important is that it seems 

that some of the coefficients which Freeman and 
Kronenfeld (1973) have described as spurious 

from the analysis of the formulas seems not to be 

"definitially dependent" in the samples generated 
for this study. 

The table contains twenty -six types of re- 
lationships which involve shared terms. Freeman 
and Kronenfeld refer mainly to relationship 
number 4 and number 8. 

The mean of both of these sets of corre- 
lations is close to zero and the number of signif- 
icant correlations (12) and 9 respectively) is 

not especially far from the expected five at the 

.05 level. But most of the other sets of corre- 
lations are clearly far above the expected five 
significant correlations and seven have all 100 
correlations being significant. In additional 
experiments performed by some colleagues at the 
University oc Cincinnati the means and the stan- 
dard deviations of X,Y, and Z were modified in 

various ways for some of the types of relation - 
ships.3 Under conditions of varying means and 
standard deviations of the components, even 
relationships like number 4 and number 8 exhibit 
correlations that are vastly different from zero. 
Clearly there is room for concern over this issue. 
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Table 1 

Statistics from the distribution of 100 corre- 
lation coefficients (r) with X,Y, and Z being 

random numbers* 

Form of the 
Relationship 

Mean Std. Range: 
of r's Dev. Min. Max. 

Number 
of r's 

P .05 

1. X Y -.003 .13 -.33 .32 6 

2. X .623 .12 .13 .83 98 

Y 
3. X Y -.694 .07 -.84 -.49 100 

Y 
4. X +Y X -.040 .16 -.38 .32 12 

Y 

5. X X +Y .709 .06 .51 .84 100 

6. X X -Y .711 .07 .42 .84 100 

7. X X .702 .08 .40 .86 100 

X +Y 
8. X +Y X .022 .15 .36 .41 9 

X +Y 
9. X X -Y .983 .01 .96 .99 100 

X +Y 
10. X +Y X -Y .017 .14 -.39 .30 4 

11. X X -Y .935 .06 .51 .98 100 

Y 
12. X -.018 .13 -.43 .27 2 

13. X+Y .419 .11 .15 .66 87 

14. X+Y -.484 .10 -.77 -.18 96 

Y 
15. .569 .13 .20 .99 98 _X 

Y Y 
16. X -.433 .10 -.63 -.13 92 

Y Z 

17. X Z .521 .11 .17 .77 98 

X+Y Y 

18. X -.433 .11 .69 -.10 91 

X+Y Z 

19. X-Y .499 .09 .21 .74 98 

Y 
20. X-Y -.444 .11 -.68 -.12 92 

21. X+Y Y-Z .486 .10 .20 .74 95 

22. X-Y Y-Z -.501 .10 -.71 -.19 98 

23. X Y-Z -.489 .10 -.71 -.14 99 

X+Y 
24. Z X -.490 .10 -.73 -.19 96 

X+Y+Z X+Y+Z 
25. Z X -.007 .15 -.38 .38 7 

X+Y X+Y 
26. Z X+Y -.578 .10 -.81 -.34 100 

X+Y 

+Each of the 100 data sets has 50 observations 

for X,Y and Z, with each value selected as a 

normally distributed random number with a mean 

of 500 and a standard deviation of 125. 



Practical Implications for Researchers 

Given that there is ample evidence that 

correlations between composite variables with 
shared terms often exhibit high correlations 
when the components are not correlated, we must 
ask what the impact of this should be for 
researchers. What seems to need stressing most 
is the limited applicability of the problem for 
the theoretical and empirical issues which 
researchers typically face. The problem of 
"definitional dependence" is only "a problem" 
when the researcher is really interested in the 
variables X,Y and /or Z rather than the ratios, 
proportions or differences, which the researchers 
constructs. This is very rarely the case. 
Generally, it seems, when we use percentages, 
ratios or differences, we are actually interested 
in the percentages, ratios and differences as 
meaningful varioables in themselves. As Fuguitt 
and Lieberson reported: 

Discussions of this problem have centered 
on the purpose and assumptions of the 
analysis to be undertaken. Several writers 
have regretted Pearson's choice of the word 
spurious to refer to this phenomenon. A 
number have pointed out that there is 

nothing intrinsically spurious about the 
correlation, through interpretations may in- 
deed be spurious, as in inferring from a 
ration correlation the size or direction of 
a component correlation or vice versa. A 
basic distinction here is whether the ratio 
or difference score is taken to be the basic 
variable describing the population under 
study or whether one's major interest really 
focuses on the component measures. If the 

former is the case, some authors argue that 

spurious correlation is not a problem (Yule, 
1910;Kuh and Meyer, 1955; Rangarajan and 
Chatterjee, 1969). Logan (1972,p.67) gives 
as an example the association of speed 
(miles per hour) with gasoline consumption 
(miles per gallon). The basic interest here 
is in whether cars that go faster burn gaso- 
line at a greater rate, and not in the 
associations between component variables 
miles traveled, time elapsed, or gasoline 
consumed. Just as this example utilizes a 

common numerator in the two ratios (miles), 

sociologists may likewise try to claim an 
inherent interest in ratios with a common 
denominator; for example, the correlation 
between per capita energy consumption of 
nations and their per capita gross national 
product.4 

Freeman and Kronenfeld, among many other statis- 
tical analysists, fail Co-realized or appreciate 

the importance of the composite variables. 
Administrative intensity is an important variable 
itself (as a ratio or a proportion) and as such 
the relationship between the components of the 

composite variables are irrelevant when the 

variable is correlated with organizational size. 
In fact, I can not think of a single major re- 

search finding that should be discredited because 
of the definitional dependence issue. The iso- 
lated case where researchers construct composite 

measures, correlate them with variables sharing 

some terms, and then try to infer to the com- 

ponents of the composite variables is clearly 
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inappropriate. In such cases the construction 
of composite variables is usually to control for 
an additional variable. Although the construc- 
tion of composite measures is not a very appro- 
priate method for multivariate controls, the 

standard methods of control still apply and 
should be used. Thus standardization, partial 
correlations and multiple regression can offer 
solutions to the problem of "definitional 
dependency" if the primary interest is in the 
component variables. 

In the normal situation rates, proportions, 
ratios and differences are used as variables 
with theoretical importance. Correlations 
between proportions, rates, ratios, or differ- 
ences and other variables which may or may not 
share terms are subject to the same sources of 
misinterpretation as other correlations. We 
must always be aware of possible effects of other 
variables, sampling error, etc. But is has not 
been established that special problems exist for 
this type of correlation. In fact, since Yule 
clarified the issue in 1910 by advising that one 
simply state in advance whether one was interested 
in the components of the ratios or the ratios 
themselves,5 there has not been a dispute over 
the statistical issue. The experimental evidence 
provided in this paper further documents the 

existence of cause for concern. The key issue 
remaining is the validity of studying variables 
which are in the form of ratios, proportions and 
differences under the types of conditions dis- 
cussed above. This question of the validity of 
the variables is a theoretical question that can 
only be answered on the grounds of the particular 
substantive areas. In the more common areas of 
investigation such variables are definitely 
established as legitimate and often they are the 
most important variables. Often they seem to be 
the purest form of measurement we have since they 
are based on counting, although they are not an 
artifact of the size of the populations subject 
to the count. 
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INVESTIGATING DISCREPANCIES BETWEEN SOCIAL SECURITY ADMINISTRATION 
AND CURRENT POPULATION SURVEY BENEFIT DATA FOR 1972 

Denton R. Vaughan 
Social Security Administration 

and 
Robert E. Yuskavage* 

Bureau of Economic Analysis 

This paper is the first in a series which will 
examine errors in the reporting of 1972 social 
security benefit income in the March 1973 Current 
Population Survey (CPS). Earlier studies 
conducted at Social Security by Bixby, Haber, and 
Finegar in connection with the 1963 and 1968 
surveys of the aged [1,3,4] and by Projector - 
Bretz [9] for the March 1971 CPS have documented 
the quality of social security benefit reporting 

in the CPS and similar surveys. By- and -large, 

this previous work has emphasized the demographic 

and programmatic characteristics associated with 

misreporting. Although some mention has been made 

of the actual sources of reporting error [1,3], to 

our knowledge, presentation of a detailed analysis 

of this sort has not been undertaken. We intend 

to explore the actual sources of reporting error 

in some depth. 

DELIMITING THE PROBLEM OF ERROR 

While the causes of misreporting in the CPS are, 
no doubt, many and varied, we consider the 
following to be among the more important: 

1. failing or refusing to report benefit 
income or attributing it to another 
source; 

2. reporting benefit income when it was not 
received; 

3. reporting income from another source 
together with benefit income; 

4. combining the benefits for two or more 
persons in the record of a single 
recipient; 

5. misspecifying the elements needed to 

derive an annual benefit figure for the 

survey, such as, the dollar value of the 
monthly benefit, the number of months 

benefits were received, deductions, etc.; 
6. estimating the annual amount, including 

more or less haphazard guesses, because 
of ignorance or uncooperativeness on the 
part of the respondent; and, 

7. processing errors, from those made in 

recording information in the original 
interview through creation of the machine 
readable file. 

The present analysis will focus primarily on the 
fifth type of error which results when the 

elements needed to derive the annual social 

security benefit amount have been miaspecified. 

The third and sixth sources will also receive some 

attention. In all, six possibilities are 

considered: 

1. mistiming benefit increases, 
2. misspecifying the number of months of 

benefits, 
3. ignoring benefit increases, 
4. mishandling Supplemental Medical Insurance 
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(SMI) deductions, 
5. Social Security -Railroad Retirement dual 

recipiency,l/ and 
6. rounding errors. 

THE DATA BASE AND STUDY UNIVERSE 

The analysis draws on a data file which was 
obtained by matching the March 1973 CPS to Social 
Security earnings and benefit records.2/ Because 
of problems associated with the reporting of 
social security income for spouses and minor 
children in the CPS, we have focused our attention 
on persons 18 years or older who were the sole SSA 
beneficiary in their recipiency unit.3/ Among this 
group, we will further limit ourselves to 
recipients with social security income amounts in 
both the SSA and CPS record. Furthermore, 
individuals were also excluded if their CPS 
benefit income had to be imputed due to refusal or 
nonresponse.4/ 

Estimates for the number of beneficiaries and 
total benefits in the overall SSA -CPS universe age 
18 and older and in the study universe were 
obtained using sample weights which incorporate 
some adjustments for nonmatches and mismatches. 
Population controls used in the weighting include 
adjustments for institutionalized, overseas, and 
decedent beneficiaries not eligible for interview. 
The derivation of the sample (initial raking) 
weights is described in detail elsewhere [15]. 

The study universe is significant in both its size 
and diversity. It consists of 9.9 million 
beneficiaries who received $15.1 billion in 

benefits, each about 40 percent of the respective 
1972 totals for the age 18 and older CPS -eligible 
beneficiary universe. As indicated in figure 1, 

the beneficiaries included in the study tend to be 
somewhat older and have a considerably greater 
representation of females than the out -of -scope 
segment. While retired worker recipients con- 
stitute the dominant beneficiary type in both 
groups, the proportion of widowed recipients was 
considerably higher, and that of spouse benefic- 
iaries, considerably lower, in the study universe. 

Figure 2 classifies study universe recipients and 
gross discrepant income by the direction of the 

observed SSA -CPS discrepancy. It shows that more 

than half of the recipients (54 percent) were "CPS 
overreporters," that is, the amount reported in 

the CPS was greater than in the SSA record. About 
two -fifths of the recipients were "CPS 

underreporters" (39 percent), with the amount in 

the CPS record understating the SSA benefit 
amount. For the remaining 7 percent, the survey 
and administrative amounts agreed exactly (1 

percent) or fell within a narrow tolerance ($10 or 
less). The gross dollar discrepancy associated 
with the misreporting in the CPS amounted to $2.2 



Figure 1. -- Percent Distribution of Study Universe and Exclusions by SSA Age, Sex, and Type of Beneficiary 
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billion, or 15 percent of all benefit income paid 
to members of the study universe. Nearly two - 
thirds of this discrepancy was overreported. 

It should be noted that this preponderance of 
overreporting in the study population is not 
characteristic of the overall benefit reporting 
error found in the CPS [2, 9] or in other surveys 
of the beneficiary population carried out in a 
similar setting [1, 3, 4]. At the present time, 
all that can be said is that the net 
underreporting known to exist in the 1973 March 
Supplement data [2] does not stem from that part 
of the beneficiary population under consideration 
here. 

DETECTING SOURCES OF 
REPORTING ERROR 

While the sources of disagreement between survey 
and administrative information may lie with either 
the survey or the administrative record system 
(and, in some instances, neither may be correct), 
in a great majority of cases, the administrative 
data are likely to yield a superior estimate of 
the "true" amount. Consequently, for the purposes. 
of this paper, the information in the admin- 
istrative record will be used as the criteria for 
evaluating the benefit data reported in the CPS. 

Methods of Detection. -- Two general approaches 
were used to detect the source of SSA -CPS benefit 
discrepancies.5/ For errors stemming from 
misspecifying months of benefits, mistiming or 
ignoring benefit increases, and mishandling SMI 
deductions, we attempted to reproduce the observed 
discrepancies by holding constant one or more of 
the known elements from the administrative system. 
Primarily because we considered it likely that the 
monthly benefit amount would be rounded in 
deriving the annual benefit income figure for the 
CPS (at a minimum, to the nearest dollar), we did 
not expect to be able to exactly replicate the 
observed discrepancies. Consequently, in testing 
for a match between the observed and simulated 
differences, a tolerance of $6 to $10 was 
permitted. 

Discrepancies due to Social Security -Railroad 
Retirement dual recipiency and rounding errors 
were treated differently. It is not possible to 
distinguish between Social Security and Railroad 
Retirement income amounts in the CPS when the 
beneficiary receives payments from both sources. 
However, both the SSA and CPS records indicate the 
occurrence of dual recipiency. Consequently, 
discrepancies of CPS overreporters whose SSA 
record disclosed dual recipiency were attributed 
to the inclusion of Railroad Retirement income in 
the CPS. The mean value of the discrepancies 
detected in this fashion, when disaggregated by 
type of annuitant, closely approximates the 
corresponding average Railroad Retirement benefit 
for 1972.6/ 

CPS benefit amounts were tested for possible 
rounding errors if their ending digits were '000', 
'500', '00', or '50'. It was assumed that amounts 
ending in '000' might have been rounded to the 
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nearest thousand dollars, those ending in '500', 

to the nearest 500 dollars, and so forth. 

Observed discrepancies were attributed to rounding 
if differences of $1 to $500 were associated with 
ending digits of '000'. if errors of $1 to $250 
were associated with ending digits of '500', and 
so on for amounts ending in '00', or '50'. 

Handling Multiple Explanations. -- In a 
considerable number of cases it proved possible to 
attribute an individual discrepancy to more than 
one source of error. In other words, a particular 
discrepancy was subject to alternative 
explanations. In order to simplify the analysis, 
a single source of error was assigned such cases 
based on priorities established by the overall 
prevalence of each category of error. Thus, 
timing errors were given first priority, ignoring 
the benefit increase was given second priority, 
months benefits received, third, and dual 
recipiency, fourth priority. Primary SMI errors 
were exempted from the criteria and assigned 
unconditionally, since they often seemed to be 
confused with small discrepancies also 
attributable to timing problems. As a matter of 
judgment, we felt that this resulted in a more 
plausible final distribution of the different 
types of error. Rounding errors were also 
exempted from the frequency criteria. Since the 
tests associated with detecting rounding errors 
were much less precise than those employed for the 
other possible sources of error, competing 
explanations were always given priority over 
rounding. 

FINDINGS 

Table 1 displays the percentage distribution of 
all explained discrepant cases and respective 
discrepant benefit income for overreporters and 
underreporters by type of error, as assigned by 
the priority procedure discussed above. Sixty - 
nine percent of all discrepant cases were 
explained by one or more of six hypothesized 
discrepancy models. The error models proved to be 
slightly better at detecting errors of 

overreporting (70 percent) than of underreporting 
(66 percent). The explained discrepancies 
accounted for proportionately less of the gross 
dollar misreporting, just over half the total. A 
somewhat greater share of the dollar discrepancy 

was explained among underreporters than over - 
reporters. 

Overreporters. -- Turning now to the sources of 

explained discrepancy for overreporters, we note 
the importance of errors in specifying the timing 
of benefit increases. Beneficiaries were granted 
a 20 percent across- the -board benefit increase in 
September 1972, effective in their October checks 
[11, 16]. This error model assumes that the 

respondent remembered the benefit increase but 
mistimed its occurrence. CPS overreporters, in 

committing this type of mistake, proceeded as 

though the higher benefit amount had been in 
effect four months or more. Misspecifying the 

timing of the benefit increase was, by far, the 

most frequent source of discrepancy detected among 
overreporters. Seventy -six percent of explained 
overreporter cases and 47 percent of the 



Table 1. -- Percent Distribution of Explained Discrepant Cases and Associated Discrepant 
Income by Type of Primary Discrepancy 

Type of.Primary 
Discrepancy 

Discrepant Cases 
(in thousands) 

Gross Dollar Discrepancy 
(in millions) 

Total 
Over- 
repor- 
ters 

Under- 
repor- 
ters 

Total 
Over- 

repor- 
ters 

Under- 
repor- 
ters 

Total 

Unexplained: 
Number or Amount 
Percent 

Explained: 
Number or Amount 
Percent 

PERCENT OF EXPLAINED 

Total 

Mistiming Benefit Increase 
Misspecifying Months of Benefits 
Ignoring Benefit Increase 
Mishandling SMI* Deductions 
Railroad Recipiency 
Rounding Error 

9,227 5,328 3,899 2,233 1,456 777 

2,896 1,586 1,311 1,075 717 358 
31.4 29.8 33.6 48.1 49.2 46.0 

6,331 
68.6 

3,742 
70.2 

2,588 1,158 739 419 
66.4 51.9 50.8 54.0 

100.0 100.0 100.0 100.0 100.0 100.0 

55.7 76.2 26.0 34.7 46.7 13.6 

19.0 3.1 42.0 31.1 7.6 72.6 

13.0 14.4 11.0 13.0 17.5 5.3 

9.3 2.1 19.6 3.4 0.7 8.1 
2.1 3.6 - 17.2 26.9 - 
0.9 0.7 1.3 0.6 0.7 0.5 

Note: Percents may not add to 100 due to rounding. 
*Supplemental Medical Insurance 

associated explained discrepant income 
;attributed to this error source. 

was 

A related type of discrepancy was produced by 
completely ignoring the effect of the benefit 
increase. In this instance, the respondent 

apparently failed to recall the benefit increase 

at all and proceeded as though the post -increase 
amount had been in effect for each month benefits 
were received. This kind of error accounts for an 

additional 14 percent of the explained 

overreporter discrepancies and 13 percent of the 

explained overreporter income discrepancy. 

More than 90 percent of the explained 

overreporting errors and almost 65 percent of the 

associated discrepant income were attributable to 
these two sources. 

Underreporters. -- The relative importance of the 

six error types was somewhat different for 

underreporters. Since nearly 90 percent of the 

-recipients in the study universe received benefits 

for a full 12 months, errors in specifying the 

number of months of benefits were more likely to 

result in an underreport than an overreport. In 

fact, this kind of mistake was the most frequent 

source of explained discrepancy among under - 

reporters. It was responsible for forty -two 

percent of the explained underreporter cases and 

nearly 73 percent of the associated underreported 

income. 

Twenty -six percent of the explained underreports 

were associated with possible errors in specifying 

timing of the benefit increases. Another Al 
percent apparently resulted from ignoring the 
benefit increase. Together these two error 
sources accounted for about 20 percent of 
explained underreported SSA benefit income. 

Supplemental Medical Insurance, a voluntary 
complement to the Medicare Health Insurance 
program, covers virtually all Old Age, Survivor, 
and Disability, Insurance (OASDI) recipients, age 65 
and older [13]. In 1972, monthly premiums of 
slightly less than $6 were deducted from their 
benefit checks [12]. The CPS interviewer was 
instructed to determine if the respondent was an 
SMI enrollee and, if so, to add the total premium 
to the net annual benefit amount. This adjustment 
provided the opportunity to make one of two kinds 
of errors: an overstatement of the CPS amount, for 
those who were not SMI enrollees but had an amount 
corresponding to the premium added to their actual 
benefits, or an understatement,for those who were 
SMI enrollees but did not have the premium amount 
added to their net benefit. Since nearly four - 
fifths of the study population was age 65 or 
older and, therefore, generally exposed only to 
the second kind of mistake, one would expect SMI 

errors to be associated primarily with 

underreporting in the CPS. In fact, mistakes in 

handling SMI premium deductions were attributed to 
nearly 20 percent of the explained underreports. 

However, since the errors were relatively small 

(about $68 on the average), they accounted for 

only 8 percent of explained underreported 
benefits. FurthermoreAmishandling SMI deductions 
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was not an important source of reporting error 

among overreporters. 

Dual Recipiency and Rounding. -- The two remaining 

sources of discrepancy, dissimilar in both nature 

and method of 'detection from the previous four, 

are Social Security - Railroad Retirement dual 
recipiency and rounding in the CPS reported 
amount. Dual recipiency was associated with only 
4 percent of explained overreporter cases, but, 

since the discrepancies tended to be quite large, 
it accounted for 27 percent of explained 
overreported income. Rounding errors, on the 
other hand, proved to be a relatively unimportant 
source of discrepancy for both over- and 
underreporters. They were associated with only 
about 1 percent of the explained discrepant cases 

and less than 1 percent of the explained 
discrepant income. 

Dollar Value of Explained and Unexplained 
Discrepancies. -- Reflecting the finding noted 
earlier that the proportion of explained 
misreported benefit income was less than the 
proportion of explained discrepant cases, table 2 

shows that the dollar size of explained reporting 
errors was considerably smaller than that of the 
residual or unexplained discrepancies. Three - 
quarters of the explained discrepancies were less 
than $200, while this was so for only 39 percent 
of the unexplained differences. The average 
explained dollar difference ($183) was slightly 
less than half that for the unexplained cases 
($371). Furthermore, the ratio of mean explained 
to unexplained error was considerably smaller for 
overreporters than underreporters (44 percent vs. 

59 percent). 

SUMMARY AND FUTURE PLANS 

We have shown that six relatively simple error 

models, when applied to the March 1973 CPS, 

explain somewhat more than two -thirds of the cases 

involving misreported benefit amounts and about 

half of the associated gross discrepant benefit 
income. However, the results also indicate that 

the error models were at a comparative 
disadvantage in detecting relatively large -sized 

discrepancies, particularly among overreporters. 

In the future, we will develop and report on new 
models designed to detect the sources of these 

larger discrepancies. Another major task will 

involve the extension of the present analysis to 

multi- beneficiary units. In pursuing this facet 

of the research, we should also uncover the 

sources of CPS net underreporting. With the 

expectation of gaining useful insights into the 

background variables related to misreporting, we 

also intend to undertake analysis of the 

demographic and programmatic characteristics of 

the beneficiaries with explained and unexplained 

errors. In particular, size of discrepancy will 

be taken into account. 

FOOTNOTES 

* The authors would like to express their 

thanks to Wendy Alvey, Ben Bridges, Dan 

Radner, and Fritz Scheuren for their helpful 
comments on earlier versions of this paper 

and to Beth Kilss and Helen Kearney for their 

assistance with the charts and tables. 

Table 2. -- Percentage Distribution of Explained and Residual Discrepancies of CPS Overreporters 

and Underreporters by Size of Discrepancy 

(Numbers in Thousands) 

Size of 
Discrepancy 
(in dollars) 

Total Overreporters Underreporters 

Explained Residual Explained Residual Explained Residual 

Total Number 

Percent of Total 

1 to 99 
100 to 199 

200 to 299 

300 to 499 

500 to 999 
1000 to 1499 

1500 or More 

Mean Discrepancy 
(in dollars) 

6,331 2,896 3,742 1,586 2,588 1,310 

100.0 100.0 100.0 100.0 100.0 100.0 

45.1 20.4 38.1 7.6 55.2 35.8 

29.9 18.9 33.2 15.4 25.2 23.2 

14.2 17.0 18.5 21.3 8.0 11.8 

5.3 21.2 5.3 29.2 5.3 11.6 

3.2 15.5 2.0 17.6 4.9 12.9 

1.5 4.7 1.6 5.7 1.3 3.6 

0.8 2.1 1.2 3.1 0.3 0.9 

183 371 197 452 162 273 

Note: Detail may not add to total due to rounding. 
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1/ While the reporting of Railroad Retirement in 
the CPS is, in fact, a source of discrepancy 
between the survey amount and the social 
security administrative figure, it does not 
actually constitute misreporting in the CPS. 
The social security record simply does not 
include Railroad Retirement benefits. 
At the 1975 ASA meetings in Atlanta, several 
papers were presented which focused on the 
conceptual and reporting differences among 
the linked CPS, IRS, and SSA data sets for 
calendar year 1972. Some of the preliminary 
analyses presented included comparisons 
between matched CPS and IRS income 
information [5] and similar comparisons for 
SSA and IRS wage data [8]. For more 
information on the basic study, see [7], 

which appears elsewhere in these 1976 
Proceedings. See also[14]. 

3/ The particular type of recipiency unit we 
will be using is known as the dependency 
unit, a classification routinely used at 
Social Security to arrange CPS household 
members in kinship groups consisting of 
persons generally considered interdependent 
under social insurance programs. 
Administratively, it is analogous to the 
subgroup of CPS household or family members 
that would be considered when determining 
eligibility and benefits for a single 
disabled or retired worker and his or her 
dependents or survivors [6]. 

4/ A small number of recipients with an SSA age 
of 18 or older (less than 30 sample cases) 
are also excluded because their age in the 
CPS was reported to be under 14, and, hence, 
income information was not obtained for them 
during the interview. 
A detailed description of the methods used to 
detect the individual sources of error is 
available from the authors on request. Their 
mailing address is: Division of Economic and 
Long -Range Studies, Office of Research and 
Statistics, Social Security Administration, 
1875 Connecticut Avenue, N.W., Washington, 
D.C. 20009. 

6/ For a description of the dual recipient 
population and benefit levels for 1972, see 
[10]. 
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PROBABILITY PLOTTING OF MULTIPLE DISCRIMINANT RATIOS 

Kenneth W. Wachter, Harvard University 

This report is about some spinoff 
from the plotting methods for principal 
components described at the Ninth Inter- 
face Symposium (Wachter (1976a)). The 
results go back to joint work of Colin 
Mallows and the present author in 1969 at 
Bell Telephone Laboratories, Mallows 
Wachter (1970). What is new is a 
rigorous proof of the theorem, stated 
below, on which the probability plotting 
methods for multiple discriminant ratios 
and related quantities from large multi- 
variate data sets can be based. The 
proof is given in a Harvard Research Memo, 
Wachter (1976c), which is now being 
expanded for publication. The present 
report is a brief sketch of the content, 
uses, and limitations of the results. 

A typical problem which our methods 
address arises when we have groups of 
observations on, say, a dozen variables 
and we want to judge whether discriminant 
analysis is worth pursuing. We offer a 
quick graphical method for comparing the 
data against a standard null hypothesis 
under which the variables contain no 
information relevant for discriminating 
among groups. 

In all cases our methods rely on 
calculations of the asymptotic empirical 
measure of a set of eigenvalues or 
singular values or other roots. Figure 1 

displays the distribution function of an 
empirical measure, a step function with a 
step of size l/p at each of p values. We 
deal with asymptotic situations in which, 
in one way or another, the number of 
steps, p, is going to infinity, yielding 
an increasingly gentle staircase like 
Figure 1 in contrast to the few big jumps 
of Figure 2. 

Figure 1. 

Figure 2. 

* * * 
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The particular p values of interest 
to us are random variables L1...Lp whose 
joint density is proportional to 

1L.( m- 1) /2(1- L.)(n- p- 1) 

We call them the Fisher- Hsu - Roy - Girshick- 
Mood roots. They are the solutions to a 
familiar determinental equation in 
random matrices; their joint distribution 
was discovered simultaneously in 1939 by 
these five men. They play a role in 
multivariate analysis of variance and in 
canonical correlations as well as in 
discriminant analysis and go under many 
names. The equivalence of null hypoth- 
eses in these areas to the set of 
assumptions in Theorem 1 follows easily 
from the expositions in standard text- 
books like Anderson (1958) or Dempster 
(1969). 

Theorem 1 brings us the happy news 
that the empirical measure of the Fisher - 
Hsu- Roy - Girshick -Mood roots converges in 
distribution to a fixed limit with a 
density in simple closed form. The 
convergence takes place as the dimension 
and degree -of- freedom parameters p,m and 
n in the expression for the joint density 
go to infinity while their ratios 
approach fixed parameters. 

Theorem 1: Suppose 
1. Z or Z(n) is a p(n) by n 

dimensional matrix whose columns are 
mean -centered independent exchangeable 
multivariate normal random vectors and 
whose transpose is Z*. 

2. J is an n by n projection matrix 
of rank m. 

3. Kn is the empirical measure of 
the p(n) positive solutions x to 
det IZJZ" - = 0 . 

4. Prob is the space of proba- 
bility measures on the real line with the 
topology of weak convergence. 

5. As , p(n) and m(n) 
with <1. Then as n-} , the random 
element Kn in Prob IR converges in 
distribution to the fixed element of 
Prob concentrated on [A2,B2] with 
density 

(y-A2)(B2-y) / (2Trß(1-y)y) 

where 

A 47171-71f7 - and B = + 

The difficulty of this theorem, 
responsible for the seven year gap 
between the discovery by Dr. Mallows and 
the author of the limit formula and the 
present proof, is stochastic degeneracy 
of the limit. For each triplet of finite 
values of p,m, and n, the empirical 
distribution function is a random step 
function. It is easy to imagine a limit 



which is still random rather than fixed. 
That the limit be fixed, that is, sto- 
chastically degenerate, is equivalent by 
Wachter (1974), 3.2, to the assertion 
that the roots be asymptotically inde- 
pendent. In effect we need this inde- 
pendence to simplify expressions for 
moments. The proof in Wachter (1974c) 
insures against random limits by a 
conditioning argument and throws the 
onus onto keeping convergence uniform 
over the conditioning events. It thus 
depends upon the new uniform convergence 
theorems for random matrix spectra 
proved in Wachter (1976b). 

The assumptions in Theorem 1 are the 
standard null assumptions of the areas 
of application, but they are highly 
restrictive. In particular, they require 
multivariate normality. It is possible 
that uninteresting departures from 
normality, instead of interesting de- 
partures from the exchangeability of 
groups, could be responsible for bad fit 
of data to null hypothesis. Unfortu- 
nately, normality, via rotational in- 
variance, is crucial to the proof of 
Theorem 1. On the other hand, the 
parallel theorems for principal compo- 
nents in Wachter (1976a and b) hold 
without any distributional assumptions 
beyond weak moment bounds, tempting us 
to conjecture the appropriateness of the 
limit formula even in the absence of 
normality. 

.5 

.3 

No simulations have yet been done to 
test the speed of convergence in Theorem 
1 itself, but simulations have been 
completed in the principal component case 
which suggest convergence rapid enough to 
make plots for p =12 or more informative. 

Figure 3 shows densities for the 
limiting empirical measures of Theorem 1 
for a variety of values of and a. Each 
graph is positioned in the figure 
according to its value of (for the 
x -axis) and (for the y- axis). The 
operation of replacing by 1 -p and 
reflecting each graph about the center 
would produce further cases. 

The densities in Figure 3 give a more 
intuitive sense of how the Fisher -Hsu- 
Roy- Girschick -Mood roots tend to spread 
out when there are many of them than does, 
for instance, the expression for their 
joint density. Some surprises lurk in 
the graphs. Notice, for instance, that 
for small enough and large enough 
most of the roots (which have an inter- 
pretation as squared correlations) clump 
above .99. Without theoretical guidance 
one might wrongly sieze on correlations 
this large as grounds for rejecting the 
null hypothesis. Notice also that when 

and are near 1/2 the roots tend to 
separate into two bunches. Procedures 
which include linear discriminators in 
an analysis until a large gap between 
roots is reached would operate merrily 
in this situation, even though in fact 
the null hypothesis is true. 

Figure 3. 

= .5 
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Besides instructing our intuition, 
Theorem 1 provides plotting points for 
quantile -quantile plots of sets of roots 
from data against theoretical values 
under the null hypothesis. We illus- 
trate this method with an example of a 
discriminant analysis, performed during 
research into talker identification at 
Bell Telephone Laboratories described in 
Bricker et al. (1971). We begin with 
measurements of p variables replicated k 
times on each of m groups. In this case 
the p =19 variables are spectral measure- 
ments on utterances. There are m =172 
groups of utterances consisting of k 
utterances each. Each group corresponds 
to a single talker repeating the same 
digit four times. The aim of the 
analysis is to discriminate between 
groups, with the hope of finding vari- 
ables which will efficiently classify a 
new utterance into one of the groups, 
that is, assign an utterance to the 
person who spoke it. 

Like much multivariate research, the 
data set in this problem is large. Many 
alternative analyses need to be tried 
and the cost of computing new variables 
in any one analysis can mount up. Thus 
there is a premium on methods which help 
us recognize hopeless from promising 
analyses at an early stage. It is pre- 
cisely under such circumstances that our 
methods have something to offer. 

Let W be the sample within -group 
covariance matrix pooled across groups 
and let B be a "between- group" covariance 
matrix, the sample covariance matrix of 
the group centroids or means. Our roots 

sometimes called discriminant 
ratios, are the p eigenvalues of 
(W +B)-1B, though we can calculate them 
via singular value decompositions with- 
out actually forming W and B. The 
ordered roots for this data set appear 
in the second column of the table in 
Figure Without a standard of compar- 
ison these eigenvalues may not seem 
especially illuminating. A standard of 
comparison is just what Theorem 1 
provides. 

Suppose R is the distribution 
function for the density in Theorem 1. 
In this problem (trading one degree of 
freedom for the grand mean) n= 172514 -1 
and we set =19 /n =.028 and =172/n =.249. 
For each i define Xi to be the value 
such that R(Xi)=i/(p+1). The computer 
routines listed in Wachter (1976a) can 
be used to find Xi if the subroutines 
DENSIT and RANGE are altered in an 
obvious fashion, but for pencil -and- 
paper accuracy a hand - calculator 
suffices. The values X1 ... X19 for 
this p and appear in Column C. We 
plot Li on the y -axis against Xi on the 
x -axis for i= 1,2...p =19. Agreement 
between the data and the null hypothesis 
would manifest itself by points lying 
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along a straight line through the origin 
at 45 °. 
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Table of Eigenvalues Li from Talker 
Identification Data and Quantiles Xi 
from Null Hypothesis with =.028 ; 

=.249. 

It is evident that the resulting 
plot, in Figure 5, shows little agree- 
ment with the null hypothesis. The 
points depart radically from the 45° line 
and their locus curves distinctly. In 
this problem this is welcome information, 
for it suggests that talkers are by no 
means exchangeable, so that additional 
labour invested in the calculation of 
discriminant coordinates ought to prove 
justified. In fact, as described in 
Bricker et al. (1971), identification 
strategies using five linear discrimi- 
nators turned out to be highly success- 
ful at identifying new utterances by 
talkers in this population. 

It would be desirable to go further 
and explore the departure from the null 
hypothesis indicated by Figure 5 by 
constructing plots of the Li against 
quantiles derived for various alternative 
hypotheses of structure in the data use- 
ful for discrimination. For the parallel 
methods for principal components 
described in Wachter (1976a) quantiles 
under alternative hypotheses are avail- 
able, but for discriminant ratios Theorem 
1 does not furnish any information except 
under the null hypothesis. It offers no 
guidance as to how many discriminant 
coordinates we should retain in an 
analysis or how we should employ them. 
In this regard the present methods are 
severely limited in scope. 

On the other hand, the quick graphi- 
cal check of the data against the null 
hypothesis based on Theorem 1 becomes 
feasible for just those high- dimensional 
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cases where tables of standard test 
statistics become sparse and intuition 
requires instruction. A by- product of 
more extensive results for principal 
components and general random matrix 
spectra, these methods fill a small but 
nagging gap in our collection of 
statistical tools for approaching 
multiple discriminant analysis and 
related fields. 
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"GETTING IT ALL TOGETHER ": THE DEVELOPMENT OF APPROPRIATE RELATIONSHIPS 
BETWEEN FEDERAL AND STATE GOVERNMENTS FOR STATISTICAL PROGRAMS 

Katherine K. Waliman, Office of Management and Budget 

The Importance of Federal -State Cooperation in 
Obtaining Subnational Data 

The requirement for subnational data on the com- 
position and characteristics of the population, 
the economic condition of small areas, and the 
nature, scope and effects of programs designed to 
meet the needs of the nation and its people is 
shared by governments at all levels. At the Fed- 
eral level, information is needed to formulate 
legislation which will respond to critical needs, 
to allocate resources available for distribution 
to State and local governments, and to assess the 
degree to which federally supported programs are 
meeting specified goals. At the State level, 
small area data must be used in the sub -state al- 
location of federally available resources, and in 
the planning, development and implementation of 
State initiatives to complement those sponsored by 
the Federal government. Local governments, which 
play the critical role in ensuring that goods and 
services are appropriately and equitably distri- 
buted, must use similar, though frequently more 
detailed, information to allocate available sup- 
port and to determine the nature and scope of 
needs which are not or can not be met with exist- 
ing resources. 

The use of subnational statistics in the alloca- 
tion of Federal funds alone serves to indicate the 
importance of complete and accurate State and 
local data. In Fiscal Year 1975, fourteen Federal 
agenciesl/ used data on total population as the 
primary element in distributing the benefits of 75 
programs. The obligations under these programs, 
which resulted in the provision of almost $33.7 
billion to State and local governments, were dis- 
tributed as matching categorical grants, fully 
funded categorical grants, or bloc /revenue sharing 
grants.?/ In addition to data on total population, 
information on per capita income, specific age 
groups, low income, and /or unemployment must be 
used to complete the allocation of resources under 
the majority of the Federal programs providing 
benefits to State and local governments.3/ when 

the data required to perform governmental functions 
beyond the allocation of Federal funds are added to 
this base, the breadth and depth of information 
needs expand significantly. 

Why should the Federal, State and local governments 
cooperate in the production of statistics? At a 
minimum, because it is clearly in the interest of 
the benefit recipients to provide complete and ac- 
curate population estimates. Exhibit I to OMB 
Circular A46 requires the use of standard data on 
total population for all Federal programs which 
make use of total population data in the distri- 
bution of Federal benefits. The data on total pop- 

ulation must be the most current and comprehensive 
published by the Bureau of the Census. Under the 
Census Cooperative Federal /State Program on Local 
Population Estimates, the State and Federal govern- 
ments are finally working together to produce the 
single set of county estimates required for 
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Federal as well as State planning and funding 
purposes. 

But the scope of mutual data needs extends well 

beyond the production of population statistics. 

The Congress through legislation, and the Federal 

executive agencies through program regulations, 

have increasingly emphasized the responsibility 

and role of State agencies in the treatment of 
national problems. At each level of government, 

both general statistics and program specific infor- 
mation are needed to plan, administer, and evalu- 
ate the allocation of resources. While less de- 

tailed data may be needed as we move from the 
local to the State to the Federal level, consis- 
tent, comparable, and accurate information is 

needed across the board. Federal and State gov- 
ernments alike have recognized the need to work 
jointly on information collection and production 
activities to reduce respondent burden and to im- 
prove the scope, uniformity and quality of statis- 
tical data. Cooperative statistical programs re- 
present a necessary and viable approach to meeting 
needs in the most economical and efficient manner. 

The Objectives and Status of the Federal -State 

Cooperative Statistical Programs 

The Federal -State Cooperative Systems of Data Col- 

lection include those federally initiated or spon- 

sored statistical programs in which State agencies 
participate in the collection, processing or uti- 

lization of routinely needed information. Such 

initiatives are characterized by joint efforts of 

representatives at all governmental levels to pro- 

duce or use federally standardized information 

about State or local activities or functions. The 

cooperative systems are undertaken for the mutual 

benefit of the participants, and contain data of a 

recurrent nature which is intended to have broad 

applicability. Several ongoing Federal -State co- 

operative statistical programs are described be- 

low. 

The Crop and Livestock Reporting Program - 

Statistical Reporting Service, Department of Agri- 

culture. 

The objective of The Crop and Livestock Reporting 
Program is "to avoid duplication of effort and 

confusion of conflicting reports and to promote 

economy and efficiency of operations." The system 

is predicated on the fact that the "Federal ser- 
vice is primarily concerned with national esti- 
mates and estimates for the individual States" 

while the State agency "is particularly interested 

in the collection, development, and publication of 

more detailed information than is provided in the 

Federal program of reports." 

A key feature of the Agriculture program is the 

provision by the Federal government of an agri- 

cultural statistician who directs the program in 

the State. The terms of the agreement establish a 

formal framework within which the national govern- 



ment retains control of the statistical techniques 
and operations used in each survey by making them 
the responsibility of its own employee as "Statis- 
tician in Charge." The Statistical Reporting Ser- 
vice supports approximately 400 field -based pro- 
fessionals responsible for the crop and livestock 
reporting program in 47 participating States. 

A unique feature of this program is the provision 
of funds by the States to the Federal Government. 
These funds, paid under the terms of the individ- 
ual State cooperative agreements, are used by the 
Statistical Reporting Service to cover the addi- 
tional cost of collecting and processing the sub - 
State (county -level) data required by the State 
over and above the national need. 

The Employment, Hours and Earnings System - 
Bureau of Labor Statistics, Department of Labor. 

The Cooperative Employment, Hours, and Earnings 
System is designed to eliminate duplication of 
collection efforts at the State and Federal levels, 
to increase the comparability and timeliness of 
information collected, and to extend the scope of 
coverage of the survey to the broadest possible 
number of establishments. Like the Department of 
Agriculture, the Department of Labor supports per- 
sonnel at the State level as the key strategy for 
accomplishing its objectives. 

In cooperation with the Employment and Training 
Administration, the Bureau of Labor Statistics 
funds approximately 400 positions in State Employ- 
ment Security Offices. These individuals are res- 

ponsible for editing data and completing follow -up 
activities with non -respondents. In addition, BLS 
supports an average of two to three professionals 
in each of eight Federal regional offices. The 
regional personnel are responsible for training 
new State employees, answering technical questions 
relating to surveys, and monitoring the application 
of survey methodology by the States. Staff at the 
national level complement the efforts of field per- 
sonnel by: 

(1) Producing survey manuals to ensure 
comparability, 

(2) Sponsoring training seminars, and 

(3) Developing and disseminating new analysis 
techniques. 

The Cooperative Federal /State Program on Local 
Population Estimates- Bureau of the Census, Depart- 
ment of Commerce. 

The Census Cooperative Federal /State Program 
on Local Population Estimates was initiated in 
1967 to develop an annual series of county popula- 
tion estimates prepared jointly by the Bureau of 
the Census and the State agencies designated by 
their Governors to work with the Bureau. This act- 
ivity results in the production of a single set of 

county estimates for potential State and Federal 
planning and funding purposes, and concurrently 
increases the timeliness of reporting through the 

direct involvement of a single State agency desig- 
nated by the Governor. 

Although no funds are specifically allocated to the 
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States under the Census Cooperative Program, the 
budget for the local population estimates effort 
has proven adequate for the additional activities, 
including the conduct of regional conferences to 
determine the estimation methods most appropriate 
to each State as well as the publication and pro- 
vision of annual county population estimates to 
each of the States. 

The Medicaid Management Information System - 
Social and Rehabilitation Services, Department of 
Health, Education and Welfare. 

The Medicaid Management Information System 
was authorized by legislation enacted in 1972 
(P. L. 92 -603). Development of the general sys- 
tems design, including specification of the data 
elements to be maintained in the automated systems 
at the State level, was completed under contract 
at the Federal level. State personnel are, in 

turn, being trained by various systems design and 
development contractors, and are responsible for 
submitting individual State plans detailing the 
State's proposed system development procedures. 

Upon apprcval of a State's plan, the agency be- 
comes eligible to receive 90 percent matching 
funds for the execution of system development 
activities. Although funds were not available for 
grants to the States until 1974, the law allows 
States to receive matching dollars retroactive to 
1972, if they have developed systems meeting the 
approved design specifications. The Medicaid 
Management Information System is expected to im- 
prove data quality and increase the availability 
of information for program management, monitoring, 
and planning. In addition to the matching devel- 
opmental funds, the law allows for provision of 
75 percent matching funds to the States for costs 
of operating the system. This assistance is 
made available to the State following approval of 
its operational system design and products by the 
Social and Rehabilitation Service. 

The Cooperative Health Statistics System - 
National Center for Health Statistics, Department 
of Health, Education and Welfare. 

The Cooperative Health Statistics System is 
designed to establish a coalition among the vari- 
ous levels of government for the purpose of devel- 
oping an economical and effective system to assess 
the health status of the nation. Simultaneously, 

the implementation of the Cooperative System has 
the goal of eliminating various problems of earl- 
ier health statistics activities, including: 

(1) Duplication of effort at the Federal, 
State and local levels; 

(2) Inequities in the support provided to 

the States for data system development and opera- 

tion; 

(3) Lack of small area data in sufficient 

detail and with large enough samples to meet 

needs within States; 
(4) Inadequate supplies of trained statis- 

tical manpower and computer capabilities; and 

(5) Unmet State needs for data systems assis- 

tance, and information for the planning and admin- 

istration of State and local health programs. 



The establishment of the Cooperative Health Statis- 
tics System has been planned in two overlapping 
stages: a research and development phase and an 
operational phase. The research and development 
phase, instituted late in 1971, is designed to 
examine alternatives for the content, structure, 
and methods of the Cooperative System in order to 
identify prototypes for the several statistical 
components which would include comparable defini- 
tions, standards, and procedures to collect, pro- 
cess, analyze and present the needed vital and 
health statistics through a Federal- State -local 
data network. Activities under the research phase 
of the program are being conducted through the 
funding of six to eight developmental contracts 
for each of the system components. The results of 
the independent investigations are then reviewed 
and analyzed, leading to the selection of a single 
recommended model for the particular component. 

Under the operational phase of the system, con- 

tracts are awarded for planning the individual 
State's program for collection of a particular 
statistical component, and subsequently for the 
implementation of individual system components. 
To encourage coordination among the several State - 
level health agencies which may be responsible for 
implementation of various statistical components, 
in some cases the National Center for Health Stat- 
istics has funded a position at the State level 
for providing liaison among the contributing agen- 
cies. 

When fully designed and implemented, the Coopera- 
tive Health System will provide statistics on 
health manpower, health facilities, hospital care, 

household health status, ambulatory care, long 

term care, and vital records. To date, 39 of the 
States have participated in the planning phase of 
the program for at least one component, and more 
than 80 contracts have been awarded to the States 
for implementation of various components. 

In addition to the research, planning, and imple- 
mentation contracts for system components, the 
Cooperative Health Statistics System provides for: 

(1) Training of health statisticians for 
systems implementation and data analysis; 

(2) Expansion of technical assistance by 
NCHS; and 

(3) Extension of services provided by the 
Data Use and Analysis Laboratory to develop, test, 
and demonstrate the application of special tabu- 
lations and analyses of data generated by the 
Cooperative System's several components for com- 
munity use. Further, this activity supports spe- 
cial research and development in the problem - 
oriented analysis of a variety of data useful for 
local planning purposes. 

The Common Core of Data Program- National Center 
for Education Statistics, Department of Health, 
Education and Welfare. 

The Common Core of Data Program represents 
the first comprehensive effort to improve the 
scope, quality, and timeliness of information on 

the nation's educational system. Through the 
review of educational issues and an assessment of 
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current data collection activities, NOES expects 

to specify the new types of information which are 

needed and to eliminate the collection of data 

which is no longer relevant. Following comple- 
tion of the design effort, NCES will modify its 

surveys as necessary, using standard terminology 

which has been developed cooperatively over a 

period of years by the Federal, State, and local 

education agencies. 

For the near -term, limited manpower and dollar 

resources have made it necessary for NCES to con- 

centrate the Common Core of Data efforts on meet- 

ing the recurring statistical data requirements of 

Federal legislators and administrators. Implemen- 

tation of the revised data sets, however, is ex- 

pected to benefit both producers and users of 

education statistics. The producers can antici- 

pate a reduction in duplicative reporting, for the 

Common Core program is intended to increase the 

compatibility of data now sought by numerous com- 

ponents of the Education Division. The users can 

expect increased timeliness of data, as well as 

improved quality, based on the adoption of stand- 

ard definitions by the recordkeeping and reporting 

agencies. 

Plans for a longer term, integrated Federal /State/ 

local system of educational data are also included 

under the Common Core of Data effort. Implementa- 

tion of a more ambitious program, however, will 

not be undertaken until additional resources are 

available for use at the State and local levels. 

Under the Education Amendments of 1974 (P.L. 93- 

380), the National Center for Education Statistics 

has been specifically mandated "to assist State 

and local agencies in improving and automating 

their statistical and data collection activities." 

NCES is currently studying alternative modes of 

providing assistance to data producers and users. 

In cooperation with the State agencies, NCES will 

develop a multi -year plan for the provision of 

statistical systems assistance. Implementation of 

the assistance program is expected to pave the 

way for an expanded cooperative program of educa- 

tion statistics. 

The Criminal Justice Comprehensive Data System -Law 

Enforcement Assistance Administration, Department 

of Justice. 

The Comprehensive Data System is designed 

primarily to provide State and local governments 

with the mechanisms to produce and analyze statis- 

tical data for planning, management, and evalua- 

tion. As a byproduct, the program provides to the 

Federal government the national data needed on 

crime and the administration of justice. Prior to 

the establishment of this program, almost no data 

was available on the administration of justice at 

the State and local levels. 

To participate in the Comprehensive Data System, a 

State must establish a Statistical Analysis Center, 

develop an Offender -Based Transaction Statistics 

program, assume responsibility for Uniform Crime 

Reports, institute a Management and Administrative 

Statistics program, and design a program to pro- 

vide technical assistance to participating local 

agencies. 



The Statistical Analysis Centers are responsible 
for coordinating all of the State's activities in 
the Comprehensive Data System, and are expected 
to provide analytical capabilities for policy 
makers within their respective States. These 
Centers, which are now operational in 36 of the 
States, provide input to the Criminal Justice 
State Planning Agencies. 

The Offender -Based Transaction Statistics program 
is designed to identify persons arrested for ser- 
ious offenses, and to follow the individual as he 
passes through the criminal justice system. The 
original Comprehensive Data System concept re- 
quired that the Offender -Based Transaction Statis- 
tics be developed in cooperation with a computer- 
ized criminal history program under development 
by the FBI; subsequent experience with this con- 
cept has argued against its continuation. 

The Uniform Crime Reports System, the oldest of 
the existing criminal justice statistical programs, 
was incorporated into the Comprehensive Data Sys- 
tem in 1972. With this shift, the State agencies 
became responsible for collection and quality con- 
trol, including the application of Standardized 
Audit Systems, of data on crimes known to the 
police, arrests, offenses cleared by arrest, law 
enforcement employees, law enforcement officers 
killed, and other aspects of law enforcement. 

The Management and Administrative Statistics Com- 
ponent of the Comprehensive Data System is expect- 
ed to provide a mechanism for the States to exam- 
ine their internal needs for data to describe the 
State systems and to develop the programs to pro- 
vide the needed information. The Organization of 
Directors of State Statistical Analysis Centers is 
attempting to develop a common set of Management 
and Administrative Statistics data requirements. 
It is anticipated that many of the LEAA programs 
could be modified in the future to use State -pro- 
vided data in place of information now collected 
by the Bureau of the Census. 

Funding for State and local participation in the 
Comprehensive Data System is provided under three 
sections of the Omnibus Crime Control Act of 1973. 
Grants are awarded to the States for the develop- 
ment and operation of the Statistical Analysis 

Centers from resources available for National 
Criminal Justice Information Statistical Services. 
These funds are used to support core staff at the 
State level to produce federally required data, 
and, in combination with other resources, are used 
to fund contracts for the development of program 
components as well as State participant conferences. 
Operation of the Comprehensive Data System compon- 
ents at the State level is supported through dis- 
cretionary monies available under two additional 
sections of the Omnibus Act. These funds, which 
are provided to the States under matching grants, 
are used to implement the various program compon- 
ents of the Comprehensive Data System. 

An Assessment of the Current Federal -State Cooper- 
ative Statistical Programs 

Consistently, the Federal -State Cooperative Systems 
of Data collection include the specification of 
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federally required information and the definition 
of data elements included in the programs. At 
varying levels, attempts are made to ensure the 
quality and comparability of data within and 
across the States. And, by definition, each of 
the cooperative programs involves coordination 
and joint participation of the Federal and State 
agencies, as well as involvement of other rele- 
vant data producers. 

Outnumbering these common features are the cooper- 
ative systems' characteristics which vary from 
program to program. For example, some of the co- 
operative systems in existence today involve all 
States equally (e.g. the Cooperative Employment, 
Hours and Earnings System of the Bureau of the 
Labor Statistics), while others, such as the Co- 
operative Health Statistics System, involve the 
States at variable levels. Reasons for the vari- 
ability in State participation in the several co- 
operative systems include lack of interest on the 
part of the States, inadequate resources at the 
Federal level to support nationwide participation, 
and inability of the States to meet the require- 
ments of joint participation. 

Likewise, the scope of the several Cooperative 
Systems varies substantially. Some programs, such 
as the Census Cooperative Federal/ State Program 
on Local Population Estimates, deal with a single, 
clearly defined problem, while others, such as 
the Comprehensive Data System of the Law Enforce- 
ment Assistance Administration, attempt to meet a 
number of diverse needs. 

In addition to variations in scope and coverage, 
there are also differences in the types of data 
which are collected through the cooperative pro- 
grams. The major thrust of cooperative Federal - 
State efforts has been on the direct production of 
general purpose, baseline statistics. Two pro- 
grams of long standing, the Crop and Livestock 
Reporting Program at Agriculture and the Employ- 
ment, Hours and Earnings Program at Labor are 
clearly in this category. Among the newer co- 
operative endeavors, the Census Cooperative Fed- 
eral /State Program on Local Population Estimates, 
the Cooperative Health Statistics System, and the 
Common Core of Data for Elementary and Secondary 
Education all have a primary emphasis on the pro- 
duction of general statistics. The Medicaid Man- 
agement Information System, and the Comprehensive 
Data System of the Law Enforcement Assistance Ad- 
ministration, on the other hand, are designed 
primarily to produce administrative data required 
for the operation and evaluation of programs at 
the State level. In addition, several of the new- 

er cooperative systems contain components to pro- 
vide services over and above data collection and 
processing per se. For example, the Comprehensive 
Data System of the Law Enforcement Assistance Ad- 
ministration provides funding for State Statisti- 
cal Analysis Centers, and the Cooperative Health 
Statistics System includes training of health sta- 
tisticians for systems implementation and data 
analysis, as well as provision of direct problem 
solving assistance to States through the production 
of special tabulations and analyses. 

The variability in the types of data collected 



through the Cooperative Systems is accompanied by 
inconsistencies among the programs in the degree 
of coordination within the respective Federal 
agencies between the particular cooperative pro- 
gram and other statistical and data collection 
activities of the agency. More specifically, 
there is no consistent policy or procedure follow- 
ed by agencies having cooperative programs to en- 
sure that data needs of agency components other 
than the system sponsors are considered or met in 
the design and implementation of the cooperative 
program. Furthermore, there is virtually no co- 
ordination among Federal agencies, and among the 
respective sponsors of cooperative statistical 
programs, to ensure that cross -agency needs are 
addressed through the statistical systems sponsor- 
ed. 

Coupled with the inconsistencies in the degree to 
which the cooperative statistical systems serve 
Federal agency statistical needs are variations in 
the extent to which federally- sponsored coopera- 
tive programs are interdependent with State stat- 
istical efforts, and serve State information needs. 
Programs such as the Medicaid Management Informa- 
tion System are clearly designed to provide data 
needed by the States, with a byproduct being the 
capability to produce a more limited set of stat- 
istical information required by the Federal gov- 
ernment. The Common Core of Data Program of NCES, 
on the other hand, has been primarily designed to 
standardize and produce data required by the Fed- 
eral government, with the service of specific 
state information requirements left as a secondary, 
though useful, byproduct. 

Finally, in the development and operation of the 
Federal State Cooperative Systems of Data Collec- 
tion there are considerable differences in the 
types of administrative and financial arrange- 
ments which are employed. In the Crop and Live- 
stock Reporting Program of USDA, a Federal employee 
actually directs the program in each of the States; 
in most of the other programs, the Federal govern- 
ment contracts with the States to produce the re- 
quired information. The Census Cooperative Pro- 
gram, however, provides neither manpower nor dol- 
lars to the participants, but relies on technical 
coordination and consultation with State repres- 
entatives to produce the needed results. The ex- 
tent to which State personnel are involved in the 
design of the cooperative systems also varies from 
program to program. In the case of the Medicaid 
Management Information System, for example, the 
system design was completed primarily at the Fed- 
eral level, while alternative designs for the com- 
ponents of the Cooperative Health Statistics Sys- 
tem were initially developed through contracts 
with State agencies. Similarly, in the design and 
implementation phases of the cooperative programs 
some Federal agencies have worked essentially one - 
on -one with their State counterparts while others, 
such as the National Center for Education Statis- 
tics, have sponsored multi -state and national con- 
ferences as an integral part of the systems devel- 
opment phase. 

Proposed Policies for the Improvement of Federal - 
State Cooperative Statistical Programs 
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From the foregoing discussion, it is clear that 
the current Federal -State Cooperative Systems of 
Data Collection are, individually and collectively, 
serving a variety of statistical needs of the 
State and Federal governments. Equally evident, 
however, is the fact that the programs now in 
existence have been developed by the agencies in 
isolation from one another and in the absence of 
any policy guidelines at the Federal level. Con- 
siderable differences exist among the programs in 
the extent and types of Federal agency data needs 
which are served, the control which the agency 
exercises over systems' operations and standards, 
the mechanisms employed for coordinating systems' 
design and implementation activities, and the 
level and type of support to participants. 

In spite of the efforts of the individual Federal 
agencies to work cooperatively with State and loc- 
al governments in the production of statistics, 
the demands for information at all levels have 
proliferated in response to the requirements of 
statutory allocation formulae, program targeting 
needs, and decentralization of decision making. 
Further, the lack of coordination in data collec- 
tion activities among the various agencies has led 
to duplication of effort, non -transferability of 
data, and insufficient attention to particular 
data sets which may be needed by one or more 
agencies. 

At OMB, we are placing renewed emphasis on the im- 
provement of the Federal -State Cooperative Statis- 
tical Systems. While our chief role will be to 
bring greater order and coordination to these pro- 
grams, we believe our efforts will also impact 
upon the individual agency initiatives. Our pri- 
mary vehicle for instigating change will be "A 
Framework for Planning U.S. Federal Statistics, 

1978- 1989." The framework, which is being drafted 
by OMB and will be developed in cooperation with 
data users and producers across the nation, will 
recommend policies and steps to be taken to improve 

the Federal statistical system. The policies which 

are proposed in the balance of this paper concerning 
the Federal -State Cooperative Statistical Programs 
are among those which may be included in the Frame- 

work. They will be subject to review and modific- 
ation during the coming year. We would welcome your 
comments on our proposals. 

Based on the information now available, it appears 

necessary, first and foremost, to define the ap- 

propriate role of the Federal government and the 
limits of Federal responsibility for the coopera- 

tive statistical programs. The definition of the 

role and responsibility of the Federal government 

must include, at a minimum, policies with respect 

to: 

the degree to which the cooperative 
systems should focus on data production 
in contrast to data utilization; 
the extent to which non -Federal needs 
for State and local area data should be 
incorporated, and the associated costs 
for their production and use underwrit- 
ten, by the Federal government; and 

the appropriate division of labor and 

costs among cooperative program partic- 



ipants at the Federal, State and local 
levels. 

Given the likelihood that the Federal -State Cooper- 
ative Systems of Data Collection will be required, 
individually and collectively, to operate in an 

environment of limited budgetary resources, it will 
be necessary to establish priorities within the 
virtually limitless activities which could be 
sponsored or supported from the Federal level. 
Thus, we recommend that the responsible Federal 
agencies place the highest priority on efforts 
which will enable all States to produce the mini- 
mum data sets prescribed by their respective agen- 
cies. Coupled with this emphasis should be contin- 
uous initiatives by the Federal agencies to work 
with their State counterparts in the design of data 
systems so that States may capitalize on the Feder- 
al development in establishing the more elaborate 
systems which may be required to meet their own 
needs. Non -Federal data needs should be incorporat- 
ed by the States individually; the costs for their 
production and use should be borne by the States, 
whether such costs are incurred by the State for 

its own internal processing or for the additional 
expense of using federally sponsored systems to 
process State information not needed at the nation- 
al level. The Federal sponsors of cooperative 
systems should be responsible for: 

the design of data bases required to 
meet Federal statistical reporting 
requirements; 
the development and dissemination of data 

standards and definitions of terminology 
to ensure inter -State comparability; 
the sponsorship of seminars and training 
sessions necessary to ensure the con- 
sistent application of the data system; 
and 

the provision of matching funds to sup- 
port systems development and operation to 
the States willing to meet the federally 
prescribed requirements and standards. 

The balance of the burden for systems operation 
should be borne by the participating states. 

Second, our review suggests that each Federal agency 
should establish mechanisms to ensure that its 

Federal -State Cooperative System of Data Collec- 
tion is systematically integrated with the agency's 

overall statistical program. Too often, the co- 

operative programs have been developed and imple- 
mented by separate, specially established units of 

the agencies' statistical centers. The result has 

been that the individual cooperative programs have 

not taken into account, let alone been designed to 

serve, the relevant statistical needs of the spon- 

soring agency. For the States, this pattern has 

caused substantial difficulty as they have attempt- 

ed to meet the requirements of the ongoing programs 
as well as those of the so- called "cooperative pro- 

gram." A further problem has been the almost 
systematic exclusion of federally- required admin- 

istrative data from the scope of the cooperative 

systems. At the State and local levels, data 

producers have thus been required to collect and 

provide sometimes duplicative and often different- 

ly defined data sets to the same Federal agency. 

839 

Each of the Federal agencies sponsoring a coopera- 
tive statistical system must take the steps re- 
quired to eliminate this condition, including, if 
necessary, administrative and program realignments. 

Third, it appears that general and agency specific 
standards and guidelines should be developed for 
and applied to the collection of data through the 
cooperative statistical programs. In each of the 
Federal -State Cooperative Systems of Data Collec- 
tion, some attempt has been made to prescribe the 
definitional, quality, and timeliness standards 
which should be followed in the production of the 
required data by the participating States. But 
the completeness of these standards, and their ap- 
plication in the operation of the various programs, 
have been spotty. The development of such stand- 
ards should be the responsibility of the Federal 
agency sponsoring the program; adherence to such 
standards should be a necessary condition of the 
States' eligibility to receive Federal support for 
the production of statistical information. Staff 
should be placed in the Federal regional offices 
to provide the training and technical coordination 
necessary for the States to meet the prescribed 
standards, and to monitor the States' operations 
to ensure that standards are applied and met. 

Fourth, our investigation suggests that each of the 

Federal agencies should review the status of its 

cooperative statistical program as a basis for det- 

ermining the nature and scope of technical and fin- 

ancial assistance needed by the States. Recent 

reviews of the cooperative statistical systems by 

the Office of Management and Budget have revealed 

substantial variations in the ability of the States 

to participate in the several federally sponsored 

programs. In order to bring all of the States to a 

point where they can provide the minimum data sets 

required, it will be necessary to shift priorities 

and establish assistance and funding initiatives to 

address individual State problems. 

Finally, it is proposed that the Statistical Policy 

Division of the Office of Management and Budget 

establish mechanisms to coordinate the activities 

of the several Federal agencies sponsoring Coopera- 

tive Statistical Programs, and, in addition, estab- 

lish a focal point in each of the States to coordin- 

ate State -level input to the Federal level on the 

Cooperative Systems.Many of the problems of the 

Cooperative programs are specific to the.individual 

agencies, and are best handled by the respective 

Federal and State participants. Other difficulties 

in program development and operation have resulted 

from a lack of guidance from OMB on the appropriate 

scope and respective responsibilities of partici- 

pants for these efforts. Even if all of these 

needs were met, however, certain roadblocks to the 

successful operation of joint participation in the 

collection, processing and utilization of federally 

standardized information about State and local 

activities and functions would remain. These pro- 

blems arise from the lack of coordination at the 

Federal level of the several cooperative programs, 

and the parallel absence of centralized efforts in 

most States to review and evaluate the demands and 

operations of the Federal -State Cooperative Systems 

of Data Collection. In those States where efforts 

have been made to coordinate and centralize statis- 



tical activities, progress has been stymied by the 
lack of coordination at the Federal level. The 
result at the Federal level is a general lack of 
knowledge on the part of the several agencies con- 
cerning the content and structure of other federally 
sponsored programs. At the State level, there is 
evidence that the lack of Federal and State coordi- 
nation among the several programs has resulted in 
inconsistent and duplicative demands for data by 
various Federal agencies. 

OMB, the sponsoring Federal agencies and the 
State participants must join together to address 
these problems. The Statistical Policy Division 
of OMB is ready to undertake the leadership and 
coordination activities which will be required 
for the participants in the Cooperative Programs 
to "get it all together." The responsible Federal 
agencies must cooperate in assessing their current 
status, preparing action plans for addressing needs, 
implementing necessary changes, and working with 
OMB and other agencies to arrive at optimum sol- 
utions. The joint participation of data producers 
at the State and local levels will be a necessary 
precondition to the success of any policy develop- 
ment or implementation. 
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FOOTNOTES 

1The fourteen Federal agencies include: the De- 

partments of Agriculture, Commerce, Defense, Health, 

Education and Welfare, Housing and Urban Develop- 
ment, the Interior, Justice, Labor, Transportation, 
Treasury, the Environmental Protection Agency; the 

Appalachian Regional Commission; the Civil Service 
Commission; and the Water Resources Council. 

2$22.5 billion were distributed to State agencies; 
$11.2 billion were distributed directly to local 
agencies. Approximately one -third of the total 
funds were made available through bloc /revenue 

sharing grants, while two- thirds of the resources 

were provided under full or matching categorical 
grants. Data on specific age groups were used to 
allocate an additional $3.1 billion in Federal 
resources, primarily for education programs. 
(Grants -in -aid in the form of loans and direct 

transfers to individuals are excluded from all 

figures cited). 

3For further details, see "The Use of Data on 

Population in Federal Grants -in -Aid to State and 

Local Governments in Fiscal 1975" prepared by 

Charles A. Ellett, Statistical Policy Division, 

U.S. Office of Management and Budget. 



A STOCHASTIC DIFFERENTIAL MODEL FOR THE EFFECTS OF FAMILY CONFIGURATION ON INTELLIGENCE 

Richard L.W. Welch and Martin W. Denker, Department of Psychiatry 
Chris P. Tsokos, Department of Mathematics 

University of South Florida 

I. Introduction 

The model discussed in this study is a 

refinement a:.d extension of another proposed by 
the authors in an earlier report (7). As such, 

it continues the overall process of this research 
group, that is, refining existing models and de- 
veloping new ones for the fa2nily as a social - 
psychological system. Implicit in our work is 
the attempt to improve definition and quantifi- 
cation of the fundamental variables, and the 
processes interrelating the variables, used in 
the study of social systems. Also included in 

this effort is the definition of the variables 
as random variables. 

The variable chosen for this investigation 
was that of adult intelligence and the develop- 
ment of intelligence in children from birth to 
age 19 in the context of their family system. 
The choice was made because of the existence of 
large and well- conducted studies of the subject 
(1,8,9), including an early attempt to develop 
a mathematical model which explained the obser- 
ved phenomena. In this model, proposed by R.B. 
Zajonc and G. Markus in 1975 (8), it was specu- 

lated that the process proposed to describe the 
development of individual intellectual capability 
in a familial context would hold for many other 
psychological and psychosocial variables. These 
variables might include other aspects of problem - 
solving ability in adults, such as creativity, or 

the development and expression of truly new con- 
cepts, affiliative behavior, or the numbers and 
types of interpersonal relationships formed by 
the adult, and stability, or the "success" of 
interpersonal relationships among adults. Other 
investigators, approaching social systems from 
different perspectives, have arrived at descrip- 
tions of growth processes which are analogous to 

that proposed by Zajonc and Markus; see (3). 

The study of intelligence within a social 
system also provides the beginnings of a quanti- 

tative model for the interaction of biological 
and sociological variables. This includes the 
traditional interaction of "nature" and "nurture" 
to produce individual human capabilities and 
behaviors. Intelligence, as measured by a speci- 
fic instrument, is a variable which indicates 
the biological, or "nature" component, and family 

configuration, as measured by family size and 
birth order of the siblings, is a group of varia- 

bles representing the psychological or "nurture" 
side. 

As mentioned in the earlier report, this 

type of work had been generally called birth 
order research, and had been in somewhat of a 
state of confusion and mild disrepute (3,4) until 
the Publication of the Dutch study of Belmont 
and Marolla in 1973 (1). Since then, many inves- 
tigators have agreed that family size and birth order 
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have been definitively shown to be correlated 

with intelligence, as measured at maturity. 
Zajonc and Markus proposed a model for a develop- 
mental process which could produce the observed 

outcomes, and which also stressed the importance 
of spacing between adjacent siblings (in terms of 

age). The present investigators reported certain 
refinements in that model (7). 

It is the purpose of the present report to 
indicate how further refinements will improve the 
model. The refinements include the re- definition 

of the variates as random variables and the treat- 

ment of the interactions among the variables as 

continuous stochastic processes. The proposed 

refinements of the model will need to be tested 
against other sets of data to confirm that it is 
indeed an improvement in predictive accuracy. 
But if the improvement can be shown, the model 
would then have a number of implications for 
theories of the general function and structure of 

social systems which will be described in the 
concluding section of the present work. 

II. Formulation of the Model 

The authors have previously proposed (7) a 

deterministic differential equation for the 
Zajonc and Markus model. This is given by: 

A(t) = f a(t) - 2k2t }M(t) + 2k2ta(t) 

(2.1) 

where the dot denotes the derivative with respect 

to time, t is the age of an individual in years, 
M(t) is the intellectual level of that individual, 
and k is an arbitrary rate constant. The function 

a(t) is a known, continuously differentiable 
function of time which takes into account the 
effects of the individual's environment on his 

development. The initial condition for Equation 
2.1 is M(0) = O. The major assumption in this 
model concerning the psychological process is 
that the rate of change of the intellectual devel- 
opment (or the rate of growth of intelligence) is 

linearly proportional to the intellectual level 
itself. This formulation, based as it is on the 
studies of Belmont and Marolla (1) and the work 

of Zajonc and Markus (9) seems to offer a reason- 

able and realistic approach. 

In our earlier paper, we pointed out that the 

quantities k and a(t) should, however, more 

realistically be considered as random variables 
with certain probability distributions. Treating 

them as physical constants does not seem to 
reflect the psychological situation accurately. 
Thus, some of the uncertainty in measuring intel- 
ligence and some of the genetic and environmental 



differences, both within and between individual 
families, are expressed in the randomness of 

these variables in the model. A stochastic 
version of Equation 2.1 may be expressed by: 

M(t) + A(t)M(t) = Y(t) (2.2) 

The solution of Equation 2.2 is a stochastic 
process, M(t), which gives the intellectual 
level of an individual at age t. 

We will assume that both A(t) and Y(t) are 
random variables with finite second moments. 
According to Soong (5), the stochastic process 
M(t), 0 t < T, is a mean square solution of 
Equation-2.2-if : (1) M(t) is mean square con- 
tinuous on the interval {0, T }, that is, 
M(t + h) M(t) as h 0 for each t > 0; 

(2) M(0) = 0 with probability one; and (3) A(t) x 

M(t) + Y(t) is the mean square derivative of M(t) 
on 0, T . The method of Soong (5, chapter 8) 

may be utilized to compute the mean square solu- 
tion of Equation 2.2, which is given by: 

M(t) = ft Y(u) exp { - ft A(s)ds }du (2.3) 
u 

For a more sophisticated discussion concerning 
the stochastic structuring of such systems which 
include the nonlinear cases the reader is refer- 
red to the recent monograph of Tsokos and Padgett 
(6). 

In the Zajonc and Markus model, the variable 
a(t) is essentially flat, almost constant; 
furthermore, its range is small when compared to 
the total magnitude of the process M(t). Thus, 
it would be useful as a first approximation to 
regard it as constant. In other words, we will 
take a(t) = where a0 is a random variable. 

We have that: 

and: 

A(t) = 2k2t 

Y(t) 2k2ta 

Therefore, the mean square solution is 

M(t) = ft2k2a u exp{ - ft2k2sds }du 
0 0 u 

=a0 { 1- exp( -k2t2) } (2.5) 

which is symbolically identical to the determin- 
istic solution. Knowledge of the probability 
distributions of the random variables a0 and k 
will enable one, through the use of standard 
techniques such as derived distributions, to 
calculate the probabalistic behavior of the 
solution (2.5). 
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Another logical choice for a(t) would be an 
exponential function of the form; 

a(t) = + al exp( -clt) + a2 exp(c2t), (2.6) 

where some or all of the coefficients a0, al, a2, 
and c2 can be treated as random. The expo- 

nential sum is an appropriate form for modelling 
the behavior described by Zajonc and Markus in 
(9). They postulated that rather than remain 
constant, the family process variable a(t) would 
shift subtly over time, due to the effect of 
later births, deaths, and other changes in the 
family's structure. Note that (2.6) is based on 

the sum of a constant and two other terms, of 
much lesser magnitude, which reflect deviations 
from the constant level. Equation 2.6 represents 
a continuous fit to the step- function, discrete 
model (7). 

Substituting (2.6) in (2.1) and (2.2), we 

have; 

2 -a1c1 
exp(-c1t) + a2c2 exp(c2t) 

A(t) = 2k 
a0 + al exp(-clt) + a2 exp(c2t) 

(2.7 -i) 

and; 

Y(t) = 2k2t {a0 + al exp(-clt) + a2 exp(c2t)} 

(2.7 -ii) 

After putting (2.7) in (2.3) and integrating, the 
mean square solution is, as before, 

M(t) = a(t){ 1 - exp(-k2t2)}. 

This section closes with a comment about 
the domain 0, T of the problem and the level at 
maturity of M(t). It is easy to see that M(t) is 

dominated above by a(t). Also, a(t) itself is 

unbounded for large t in (2.6). The model is 

defined, however, only for t < T. The bound T 
represents the point at which the individual 
leaves the family setting. This does put a limit 
on the growth of M(t); it is assumed that for 

t > T, the intellectual level is essentially 
stable and the period of its rapid increase is 
over. 

III. An Example 

This example makes use of the notation and 

discretized version of the model (2.1) in (7) and 

(9). Some familiarity on the part of the reader 
with at least the former reference must be assum- 

ed. Because the Dutch data was measured at age 

19 on each subject, and was not measured longitu- 
dinally through time, it is not possible to 



estimate the coefficients for a(t) directly. 
It is possible, on the other hand, to approximate 
them in the following fashion. 

The data consists of 45 scores (transformed) 

on the Raven Progressive Matrices test, repre- 
senting the lean score for the ith child in a 

family with j siblings, i < j, i,j {1,2,...,9 }. 
These mean values are substituted into the 
discrete model, which is then solved for 45 
coefficients We form the step function; 

(t) E aij0 (3.1) 

for an ith child, where j0 is the number of 
siblings in the family when child i is t years 
old ( i < j0, i,j0 {1,2,...,9 }). This repre- 
sentation (3.1) involves the assumption that 
a'(t) changes only at the birth of each later 
sibling. The desired coefficients are then 
estimated by fitting a regression curve to the 
points where jumps, that is, by choosing 

á0, al, and c2 to minimize 

0 
-cltn â2ec2tn }2 

n =1 

where 

to age of child i at the birth of child n. 

By choosing k .1 and assuming the average 
spacing between successive births to be 2 years, 
the mean traces in Figure 1 were computed for 
each sibling in a 9 child family. This graph 
displays the typical shape of the solution (2.5). 

We have thus far only found the mean square 
solution of the problem, which is identical to 
the deterministic solution. In an actual problem 
where more data was available, this would not be 
of interest. The next step is to study the be- 
havior of the higher order moments of the 
solution, especially that of the second moment. 
It is of vital interest to discover the effects 
of these moments. If, for example, the variance 
is small relative to the mean, it is not so im- 
portant to insist upon the stochastic model. The 
deterministic version could be used. On the 

contrary, if the variance is large, then the use 
of the deterministic model could result in a 
large discrepancy between the predicted behavior 
and an experimental realization. This might even 
lead one to discard the basic model as inappro- 
priate. 

It is also possible to simulate various out- 
comes by specifying particular distributions for 

each of the coefficients, thereby investigating 
the model under a wide range of conditions. Such 
broad studies could be of great help in applying 
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this or a similar model to social system varia- 
bles other than intelligence. In summary, the 
major objective of this paper has been to dis- 
cuss, in general terms, how an existing discrete 
social or psychological model could be treated 
as a differential equation. This allows the 

use of well -developed techniques for handling 
both deterministic and stochastic equations. 
We have specifically shown how the Zajonc and 
Markus model might be naturally stochastized. 
In addition, we proposed a formulation for the 

process variable a(t) which attempts to reflect 
the behavior that they postulated for it. 
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TRENDS. IN PUBLIC ATTITUDES ON THE LEGAL PROFESSION 

Kenneth R. White, Florida Technological University 
R. Thomas Stone, Jr., University of Illinois, Urbana 

On at least three occasions prior to the so- 
called "Watergate era" lawyers have conducted 
public opinion surveys in an effort to learn what 
the public thinks of them. In the states of 
Missouri in 1960, and North Dakota and Texas in 

1970 such surveys have been conducted with strik- 
ingly similar results.1 The Florida survey that 
is the basis for this article was conducted in 

the fall of 1975. 
In the Florida study, as was the case in 

each of the three earlier surveys, non -lawyers 
were quizzed about their attitudes concerning 
lawyers and lawyers were also asked what they 
thought the public attitude was toward the legal 
profession. 

The Florida survey consisted of a statewide 
representative response of 468 out of 2200 lay- 
men selected at random and a statewide repre- 
sentative response of 278 out of 650 lawyers 
selected at random. Both the laymen and lawyers 
were asked substantially the same questions. 

Public Use of Legal Services 
Of the population surveyed 71.8% of the lay- 

men had utilized the services of a Florida 
attorney within the past five years while 28.2% 
indicated that they had not used an attorney dur- 
ing the past five years. 

The following results were tabulated as to 

frequency of contact with an attorney during the 
past five years: 

Use of an attorney no times in the last 
five years = 28.2% 

Use of an attorney one time in the last 

five years = 25.8% 
Use of an attorney 2 to 5 times in the 

last five years = 36.9% 
Use of an attorney over 5 times in the 

last five years 9.1% 
Satisfaction with Legal Services and 

General Attitude Toward Lawyers 
The public was asked, "Were you satisfied 

with the service you received the last time a 

Florida lawyer dealt with a legal problem for 
you ?" The responses were rated on a scale of 
"completely satisfied" (5) to "not at all satis- 
fied" (1). The results are as follows: 
Completely satisfied (5 on the scale) = 32.2% 
4 on the scale = 16.1% 
Average (3 on the scale) = 29.1% 
2 on the scale 7.5% 
Not at all satisfied (1 on the scale) 15.1% 

When Florida lawyers were asked "Do you be- 
lieve that your clients are satisfied with your 
legal services ? ", the following responses were 
given: 
Completely satisfied (5 on the scale) = 44.0% 
4 on the scale 46.0% 

Average (3 on the scale) = 7.6% 
2 on the scale = 0.0% 
Not at all satisfied (1 on the scale) = 2.3% 

From a comparison of the responses of laymen 
and lawyers, it appears that Florida clients are 
not as satisfied with the performance of their 
attorneys as the lawyers think they are. The 
lawyers have indicated that they believe that 90% 
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of their clients would place their services in 
the two categories above the position of average 
whereas the clients placed only 48.3% of the 
services on the higher end of the rating scale. 
Likewise, the attorneys only placed 2.3% of their 
work in the lawer two categories of the scale 
whereas the clients placed 22.6% of the services 
in the "less than average" service categories. 

In response to a request that laymen check 
each of the favorable characteristics that they 
attribute to lawyers, the following results were 
obtained: 
48.2% said "they are helpful" 

37.1% said "they are qualified" 
31.4% said "they are friendly" (personable) 
30.6% said "they are good for the community" 
38.5% said "they are intelligent" 
14.4% said "they are honest" 
15.3% said "they are hard working" 

By comparison, the attorneys checked the 
characteristics they think the public attributes 
to lawyers as follows: 
71.4% said "they are helpful" 
84.8% said "they are qualified" 
26.2% said "they are friendly" (personable) 
36.2% said "they are good for the community" 
76.2% said "they are intelligent" 

16.7% said "they are honest" 
28.5% said "they are hard working" 

It appears that the lawyers think that the 
public sees them as highly qualified, intelli- 
gent, and helpful. However, the laymen do not 
concur as to the magnitude of those observations. 
Both laymen and attorneys generally agree on the 
questions of honesty, personality, effort, and 
community service. Unfortunately, both groups 
are concurring as to low marks for attorneys in 
those categories. 

When asked to check the unfavorable 
characteristics of lawyers, the public responded 
as follows: 
42.3% said "their fees are too high" 
28.1% said "they are too slow" 
23.1% said "they do not keep clients informed" 
11.7% said "they are dishonest" 
8.4% said "they have no ethics" 
4.3% said "they are lazy" 
11.2% said "they waste the time of clients" 

The attorneys surveyed checked the following 
points as being criticisms held by the public: 
38.7% said "their fees are too high" 
18.6% said "they are too slow" 
14.2% said "they do not keep their clients in- 

formed" 
12.4% said "they are dishonest" 
3.7% said "they are lazy" 
5.6% said "they waste the time of clients" 

In ranking lawyers with other community 
members as to honesty, the public responded with 
an order of ranking as follows: 

1. Ministers 
2. Medical Doctors 
3. Teachers 
4. Bankers 
5. Businessmen 



6. Lawyers 
Lawyers saw the laymen as ranking the groups 

as to honesty as follows: 
1. Ministers 
2. Teachers 

3. Medical Doctors 
4. Lawyers 
5. Bankers 
6. Businessmen 
In ranking lawyers with other community 

members as to prestige and leadership in the com- 
munity, the public responded with an order of 
ranking as follows: 

1. Medical Doctors 
2. Bankers 
3. Businessmen 
4. Lawyers 
5. Ministers 
6. Teachers 
Lawyers saw the laymen as ranking the groups 

as to prestige and leadership in the community as 
follows: 

1. Medical Doctors 
2. Lawyers 
3. Bankers 
4. Ministers 
5. Businessmen 
6. Teachers 
In ranking lawyers with other community mem- 

bers as to interest in helping people, the public 
responded with an order of ranking as follows: 

1. Ministers 
2. Teachers 
3. Medical Doctors 
4. Bankers 
5. Businessmen 
6. Lawyers 
Lawyers saw the laymen as ranking the groups 

as to interest in helping people as follows: 
1. Ministers 
2. Teachers 
3. Lawyers 
4. Medical Doctors 
5. Businessmen 
6. Bankers 
In ranking lawyers with other community 

members as to interest in making money the public 
responded with an order of ranking as follows: 

1. Businessmen 
2. Lawyers 
3. Medical Doctors 
4. Bankers 
5. Teachers 
6. Ministers 
Lawyers saw the laymen as ranking the groups 

as to interest in making money as follows: 
1. Medical Doctors 
2. Bankers 
3. Businessmen 
4. Lawyers 
5. Teachers 
6. Ministers 
In each of the preceding comparison cate- 

gories the public held the lawyers in lower 
esteem than the lawyers perceived the public view 
as being. Furthermore, the more specific ques- 
tions of high fees, slowness, informing of 

clients, honesty, effort and respect for the time 

of clients all showed the general public giving 
the attorneys more criticism than the attorneys 
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perceived the public view as being. 
How a Client Chooses a Lawyer 

Members of the general public were asked 
how they would select an attorney if they had 
never hired one. The responded as follows: 

64.2% said "they would inquire around and check 
the lawyer's character and reputation in 
the community" 

18.4% said "they would go to a lawyer they know" 
2.1% said "they would consult several lawyers 

and then select one" 
14.8% said "they would consult the phone book" 

.5% said "they would consult the lawyers' re- 
ferral service" 

Lawyers saw the general public as choosing 
an attorney as follows: 
62.3% said "they would inquire around and check 

the lawyers character and reputation in the 

community" 
21.7% said "they would go to a lawyer they know" 
4.2% said "they would consult several lawyers 

and then select one" 
8.6% said "they would consult the phone book" 
3.2% siad "they would consult the lawyers' re- 

ferral service" 
Both attorneys and clients saw the reputa- 

tion of a lawyer in the community as being 
tantamount for lawyer selection. On the other 
hand, "shopping around" for an attorney and 

scrutiny of telephone and referral service aid 
was not labeled as significant intermediaries by 
attorneys or clients. 

Service and Fees 
In response to the request of "check all of 

the legal services for which you required help," 
the general public responded as follows: 

38.2% sought aid for land and /or title work 
39.4% sought aid for estate services 
24.7% sought aid for family law problems 
11.2% sought aid for the recovery of monies 
4.8% received service from insurance counsel 
4.7% sought income tax counsel 

2.4% sought aid in criminal cases 

12.6% sought aid in "other" categories 
Attorneys were asked to rank in decreasing 

order the three areas that comprised most of 
their practice. They responded as follows: 

Ranked Ranked Ranked 
1st 2nd 3rd 

Land & /or title work 26.8 23.6 16.1 
Estate services 14.6 20.5 18.2 

Divorce services 6.3 12.2 19.7 

Suits to recover monies 2.3 8.7 12.6 
Insurance counsel 3.9 2.9 4.2 

Income tax counsel 7.3 6.4 4.6 

Criminal cases 12.2 10.9 14.3 

Others 26.6 14.8 10.3 

Laymen were asked to rank the propriety of 
fees they had been charged by Florida lawyers 
from "very high" to "very low." The results are 
as follows: 
Very high (5 on the scale) 38.6% 

4 on the scale 26.9% 

Reasonable (3 on the scale) 28.1% 

2 on the scale 6.4% 
Very low (1 on the scale) 0% 

Attorney perceived the public concept of 
fees as follows: 
Very high (5 on the scale) = 15.2% 



4 on the scale = 72.5% 

Reasonable (3 on the scale) = 12.3% 

2 on the scale 0% 

Very low (1 on the scale) 0% 

Publicity and Specialization 

The general public and lawyers were asked 

if the news media had treated lawyers fairly 

with the following results: 
Public Lawyers 

Treated fairly 72.4% 66.7% 

Treated unfairly 27.6% 33.3% 

The question of the impact of the so- called 

"Watergate Affair" on the public attitude toward 

the honesty and integrity of the legal profes- 

sion was presented to both laymen and attorneys 
with the following results: 

Public Lawyers 

A strong impact (5 on the 
scale) 38.6% 32.5% 

4 on the scale 24.2% 17.2% 

Mild impact (3 on the scale) 21.3% 41.5% 

2 on the scale 11.6% 6.4% 

No impact (1 on the scale) 4.3% 2.4% 

To the question of whether attorneys should 

be allowed to advertise their services the 

following views were expressed by the general 

public and lawyers: 
Public Lawyers 

Yes 72.4% 24.3% 

No 27.6% 75.7% 

With specialization of practice becoming a 

reality, laymen and attorneys were asked whether 

the general public would prefer specialization 

to general practice. The following responses 

were presented: 

Yes 
No 

Public 
66.4% 
33.6% 

Lawyers 
60.5% 
39.5% 

84'7 

Conclusions 
The most constant theme of the surveys is 

that lawyers have a higher opinion of what the 
public thinks of them than the public responses 
indicate as the view of the layman. Fees are 
generally considered too high and less than half 
of the laymen surveyed rated the legal services 
rendered by their attorneys as being "above 
average ". 

If these views could have been labeled as 
danger signals after the surveys of 1960 and 
1970,2 the harsher criticism of 1975 calls for 
the organized Bar and individual attorneys to 
assume a more active role in making the nature, 
necessity and cost of legal services clear to 
the public. 

Perhaps the skeptical view of the public 
has been temporarily intensified by the impact 
of the "Watergate Syndrome." However, with or 
without that impact the Bar has a duty to 
educate the public, make its services readily 
available, and provide efficient and quality 
service. Such a mandate is essential for all 
attorneys who wish to maintain and strengthen 
the American system of jurispudence. 

Footnotes 
1For a summary of the Missouri, North Dakota 

and Texas surveys, see John Thomason, "What the 

Public Thinks of Lawyers," 46 New York State Bar 
Journal 151 -157 (April, 1974). 

21d., Generally, the Florida surveys indi- 
cated somewhat greater criticism of lawyers and 
their services than did the 1960 Missouri survey 
and the 1970 North Dakota and Texas surveys. 



THE USE OF A MULTIPLE ENTRY DIARY IN A 
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A major problem in the production of reliable 
national statistics on the health status of the 
country is that most of the data gathering tech- 
niques rely on recall periods of up to a year. 
Using a recall period of this length may cause 
substantial reporting errors to occur. 

Review of Related Literature 

The use of diaries to obtain health care 
information has been shown to be an effective way 
to help reduce this problem in collecting health 
care information. 

Prior to 1970, the diary as a means of 
securing data had been investigated primarily in 

the fields of consumer expenditures and food 
consumption.132 Both journal and ledger diaries 

have been used in consumer expenditure studies. 
In journal diaries, the entries are made in time 
sequence, while in ledger diaries they are made 
by categories of events such as visits to the 
doctor, absences from work and purchases of 
medicines. For consumer expenditure studies, the 

work of Sudman and Ferber (1971)3, has shown that 
ledger diaries obtain more complete information 
and a higher level of reporting. However, in 

health expenditure studies a form of diary, "an 
attractive household calendar," was used in the 
Canadian Sickness Survey4 as early as 1952 and a 
diary was used in the family health survey con- 
ducted by the University of California School of 
Public Health in 1954.5 In these instances the 
diary served as a reminder for reporting at the 

interview. In 1954, Allen et al. conducted a 

study on the characteristics and quality of data 
obtained by diary keeping. It was found that 
those maintaining diaries reported higher rates 
of illness for a calendar month than did those 
who were interviewed for whatever form of rate 
was used as an expression of morbidity levels. 

But rates for the groups maintaining diaries were 
close to rates for interviewed groups when medi- 
cally attended illness was considered. Differences 
between rates for disabling illness were less than 
differences between rates for nondisabling illness. 
The difference between diary rates and interview 
rates was about the same for males, females, pre- 
school children, school children and adults under 
65. For older persons, a group of special interest 
in health surveys, diary rates were much closer to 
interview rates than for other groups. 

Some of the most systematic work on the use of 
diaries for medical care has been by Sudman et al., 
at the Survey research Laboratory of the University 
of Illinois. They conducted an experimental study 
from October 1973 through March 1974 to investi- 
gate the use of diaries to obtain health care 
information. The study focused on two methodolo- 
gical issues: (1) what should be the format (i.e., 
ledger or journal) for a medical diary ?, and 
(2) should households be compensated for keeping 
records? 
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Respondents were chosen from the membership in 
two prepaid health maintenance organizations 
(HMO's). An attempt was made to validate all 
medical events which resulted in a visit to an 
HMO physician or to a clinic or hospital for 
outpatient or overnight care. The results of 

this experiment confirm the results of early 
studies which found that households that use a 
diary report a higher number of medical events 
than do households who recall information on a 
personal interview. There seemed to be no 
meaningful differences between ledger and journal 
diaries. 

Medical Economic Research Study Methodology 

A multi -entry format was designed for the 

diary used in the Medical Economic Research 
Study. This study was designed to test various 
methods of collecting the medical care expendi- 
tures for families and individuals. Because 
average family out -of- pocket expenditures for 

medical care does not adequately serve the needs 
of policy makers for data of this type the 
research study had two components. The first 
component consisted of a longitudinal survey of 
a panel of households. The second component con- 
sisted of a survey of all providers and third 
party payors mentioned by the persons in the 
household survey. 

The research study tested several methods of 

household data collection, i.e., monthly versus 
bimonthly interviewing, telephone versus personal 
interviewing and receiving permission to do the 

provider survey early in the survey period versus 
receiving such permission at the last interview. 
The research study was conducted in a rural area 
and an urban area and included areas where a high 

proportion of persons belonged to an HMO. 

To assist household respondents in keeping 
track of health care information during the 
survey period a diary was designed and distrib- 
uted to all participating households. The diary 
incorporated together features used separately 
by other longitudinal surveys: a calendar 
portion for recording health care events chrono- 

logically; a ledger portion where details of 

health care events could be recorded in different 

sections, one section for each type of event; and 

a pocket for household members to collect bills, 
receipts, and other information which would aid 

the household respondent in recalling events. A 

diary using three distinct methods of entry was 
used for a number of reasons. First, respondents 

vary in their ability to understand and use some- 

thing as complex as a ledger. For reasonably 
educated respondents with a strong motivation, 
the ledger provides a place on which to record 

almost all the information needed about a par- 

ticular event. For persons who use a calendar, 



even if they don't, won't or can't use a ledger, 
the calendar provides a place for recording some 
details. At a minimum the fact an event took 

place can be indicated and the date is thus known. 
As bills come in, the pocket provides a conven- 
ient receptable for all respondents to reduce 
searching for them at interview time. 

At the final interview at the household, the 
diary was picked up by the interviewer. The 
household was not informed at the initiation of 
the study that the diary would be collected. 
Thus, the fact that the diary was to be collected 
caused no pressure on the respondents to utilize 
the diary. 

The coding of the diary was done by the staff 
of the Utilization and Expenditure Statistics 
Branch in the Division of Health Interview 
Statistics. 

Findings and Analysis 

The analysis is primarily concerned with how 
diary use is related to certain demographic 
variables: urban versus rural residence; age of 
head of household; education of head of house- 
hold; and income. 

In addition, two variables concerning the 
actual interviewing technique were used: 
personal versus telephone interviews; and monthly 
versus bimonthly interviews. 

Before beginning the analysis, those house- 
holds who reported no medical events during the 
survey were dropped from consideration. They 
were not included, because they could not 
possibly use the diary if they had nothing to 
record. There were 32 such households. Their 
elimination dropped the population size to 650. 

At the beginning of the study, neither the 
interviewers nor the respondents were told that 
the diaries would be picked up at the end. The 
respondents were told, in fact, that the diaries 
were to be used as a memory aid for subsequent 
interviews and were theirs to keep. When the 
interviewers returned to collect the diaries they 
picked up 66 percent of them. The remaining 34 

percent were either lost, thrown away, or not 
collected for some other reason (see Table 1). 

TABLE 1. Diary Status at the End of the Study 

Returned diary 428 (65.8 %) 

1. used diary 311 (47.8 %) 

2. did not use diary 107 (16.5 %) 

Did not return diary 222 (34.2 %) 

1. lost diary 126 (19.4 %) 

2. threw diary away 36 ( 5.5 %) 

3. all other reasons 
for not returning 
diary 60 ( 9.2 %) 

TOTAL 650 (100.0 %) 
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For the 222 households in Table 1 who did not 
return the diary, there is no way of knowing if 
the diaries were used or not before they were 
lost or thrown away. We, therefore, do not know 
the overall proportion of diary usage in the pop- 
ulation or the demographic characteristics of all 
the users. There is only information on those 
428 households who returned the diary. We also 
do not know if the group who returned the diary 
was somehow different from the group who did not. 

The demographic characteristics of the two 
groups are known, however. Table 2 shows these 

characteristics for the two groups. Table 3 shows 

the demographic characteristics of the households 
who used the diary and of those who did not, 

within the population of those who returned the 
diary. 

TABLE 2. Selected Demographic Characteristics of 

Those Who Returned the Diary and Those 
Who Did Not 

Diary 
returned 

Diary 
not returned 

Percent of total 
population 66% 34% 

Number 428 222 

Median age of head 46 43 

of household (yrs.) (yrs.) 

Median income $13,900 $12,900 

Median education of 12 12 

head of household (yrs.) (yrs.) 

Percent urban 48% 64% 

Percent rural 52% 36% 

Percent personal 
interviews 48% 47% 

Percent telephone 
interviews 52% 53% 

Percent monthly 
interviews 45% 53% 

Percent bimonthly 
interviews 55% 47% 

Percent diary use 70% ? ?? 



TABLE 3. Selected Demographic Characteristics of 

Those Who Used the Diary and Those Who 
Did Not Use the Diary for All Those Who 
Returned the Diary 

Diary 

used 
Diary 

not used 

Number 311 117 

Percent of population 
who returned the 
diary 73% 27% 

Median age of heat of 44 46 

household (yrs.) (yrs.) 

Median income $15,100 $10,800 

Median education of 12 12 

head of household (yrs.) (yrs.) 

Percent urban 41% 62 

Percent rural 59% 38% 

Percent personal 
interviews 48% 50% 

Percent telephone 
interviews 52% 50% 

Percent monthly 
interviews 47% 41% 

Percent bimonthly 
interviews 53% 59% 

The 428 households who returned their diaries 
were the ones used in the analysis. Usage versus 
no usage was used as a dependent variable in a step- 
wise regression analysis. The independent varia- 
bles used were the demographic and interview 
variables mentioned earlier. For the basic ques- 
tion of diary usage, three regressions were used: 
diary use versus no diary use; calendar use versus 
no calendar use; and ledger use versus no ledger use. 

In all 3 regressions, income came out as the 

most significant independent variable with rural 
residence second (see Table 4). What was surpris- 
ing was that education was not included as a 

significant variable for either diary or ledger 
usage. It was only included for calendar usage, 
but was number 6 our of 6. 

TABLE 4. Independent Variables Kept in Regression 
Equation by Order 

Diary Use Calendar Use Ledger Use 

1. Income Income Income 

2. Rural Rural Rural 
residence residence residence 

3. Telephone Age Telephone 
interviewing interviewing 

4. Age Monthly 
interviewing 

Age 

5. Monthly Telephone Monthly 
interviewing interviewing interviewing 

6. - Education - 
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The second phase of analysis dealt with how 
well the diary was used, what items were recorded 
most and least often, and what, if any, time 
trends were observed. Certain items, such as 
hospital stays, listed on the Summary were matched 
with those same items recorded on either the cal- 
endar or ledger. Correlation coefficients were 
then determined for certain events as they were 
recorded on the Summary and on either the calendar 
or ledger. A problem to note about this approach 
is that those items listed in the Summary were 
those which the respondent reported to the inter- 

viewer in the normal course of the interview. 
They were not necessarily all the events which 
acutally occurred in the household. What the 
correlations actually represent, then, are compar- 
isons between those items given orally to the 
interviewer, which were then transcribed to the 
Summary, and those items which the respondent 
himself wrote in the calendar or ledger. The 
correlations then represent the correlations 

between two methods of recall. 

Table 5 shows the correlations for types of 

events as recorded in the Summary and in the 
calendar. Similarly, Table 6 shows correlations 

for types of events as recorded in the Summary and 
in the ledger. The calendar protion of the diary 
had only a blank square surrounding the date in 

which to record an event. The ledger was more 
formalized. There were specific spaces for 

specific items; such as doctor and dental visits, 
prescriptions, and hospitalizations; and check 
boxes for those visits which included x -rays, lab 

tests, and visits to the emergency room. There 
was also a space for "other medical expenses" 
which included non -medicinal items prescribed or 
recommended by a doctor, i.e., corrective shoes, 

crutches, syringes for diabetics. The ledger also 

provided special space to record not only the 

encounter, but the date, provider's name, prescrip- 
tion numbers and conditions. 

TABLE 5. Ranking of Correlations Between Visits 
Recorded in the Summary and Visits 
Recorded in the Calendar 

Type of Visit Correlation 

Dental, Feb. - March .758 

Doctor, Feb. - March .673 

Hospital Stays, Feb. - July .663 

Dental, April - May .654 

Dental, June - July .627 

Doctor, April - May .580 

Doctor, June - July .517 

Medicine, April - May .495 

Medicine, Feb. - March .449 

Emergency Room Visits, Feb. - July .401 

X -rays, Feb. - July .399 

Medicine, June - July .370 

Lab Tests, Feb. - July .340 

Other Medical Expenses, Feb. - July -.461 



TABLE 6. Ranking of Correlations Between Visits 
Recorded in the Summary and Visits 
Recorded in the Journal 

Type of Visit Correlation 

Medicine, April - May .868 

Emergency Room Visits, Feb. - July .815 

Medicine, Feb. - March .705 

Hospital Stays, Feb. - July .659 

Doctor, Feb. - March .635 

Dental, Feb. - March .632 

Dental, April - May .542 

Medicine, June - July .497 

Doctor, April - May .473 

Dental, June - July .448 

X -Rays, Feb. - July .420 

Doctor, June - July .394 

Lab Tests, Feb. - July .393 

Other Medical Expenses, Feb. - July -.548 

TABLE 7. Correlations Between Visits Recorded on 
the Summary and Visits Recorded in the 
Diary by Type of Diary Use 

Type 
of 

Visit 

(1) 

Correlation 
between visits 

recorded in 

the Summary 

and visits 
recorded in 
the calendar 

(2) 

Correlation 
between visits 

recorded in 
the Summary 

and visits 
recorded in 
the journal 

Col. (1) 

minus( -) 
Col. (2) 

Dental, 
Feb. - Mar. .758 .632 + 

Dental, 

April - May .654 .542 + 

Dental, 
June - July_ .627 .448 + 

Doctor 
Feb. - Mar. .673 .635 + 

Doctor, 
April - May .580 .473 + 

Doctor, 
June - July .517 .394 + 

Medicine, 
Feb. - Mar. .449 .705 - 

Medicine, 
April - May .495 .868 - 

Medicine, 
June - July .370 .497 - 

Hospital Stays .663 .659 + 

Emergency Room 
Visits .401 .815 - 

X -Rays .399 .420 - 

Lab Tests .340 .393 - 

Other Med. Exp. -.461 -.548 + 
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Table 7 compares correlations for specific 
encounters between those visits recorded on the 
Summary with those recorded in the calendar and 
those visits recorded on the Summary with those 
recorded in the ledger. The results were mixed 
with some events, emergency room visits, pre- 
scribed medicine, having higher correlation with 
encounters on the ledger, some other events, 
dental and doctor visits having higher correlation 
with encounters on the calendar. 

Another aspect of the analysis was to see if 

there was any trend as the study progressed for 
changing habits of recording items in either the 
calendar or ledger. This could be determined for 
doctor visits, dental visits and prescribed medi- 
cines as they were coded by two -month time periods; 
February - March, April - May, June - July. 
Tables 8 and 9 show the results. 

TABLE 8. Correlations Between Visits Recorded on 
the Summary and Visits Recorded on the 
Calendar by Time Period 

Feb. -Mar. Apr. -May June -July 

Dental Visits .758 .654 .627 

Doctor Visits .673 .580 .517 

Prescribed 
Medicines .449 .495 .370 

TABLE 9. Correlations Between Visits Recorded on 
the Summary and Visits Recorded on the 
Ledger by Time Period 

Feb. -Mar. Apr. -May June -July 

Dental Visits .632 .542 .448 

Doctor Visits .635 .473 .394 

Prescribed 
Medicines .705 .868 .497 

Both tables show a decrease in correlation by 
time period, indicating less usage of the diary as 

the study progressed with increases in April -May 
for prescribed medicines. 

Conclusions 

In retrospect, this data set could have fur- 
nished more information on diary usage if we had 
known more about those households who did not 
return the diary. If they had been asked, "Before 
you lost (threw away) your diary, did you use it 

at all? If so, what sections ? ", there would have 
been a better grasp of the differences between 
diary users and non -users. Also, looking at other 
demographic variables, particularly race, would 
have added interest. However, we did find out how 
households used the diary as a memory aid, what 
items they used if for and how they used it over 
time. 
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